Chapter 1: Planning for Ceph
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Chapter 2: Deploying Ceph

[l Downloads - Oracle ViV %

< C @ Secure | https://www.virtualbox.org/wiki/D

VirtualBox

Download VirtualBox

Here, you will find links to VirtualBox binaries and its source code.

About
Screenshots VirtualBox binaries
Downloads By downloading, you agree to the terms and conditions of the respective license,

Documentation + VirtualBox 5.1.14 platform packages. The binaries are released under the terms of the GPL version 2.
o *Windows hosts
o =05 X hosts
Technical docs o Linux distributions
o > Solaris hosts

End-user docs

Contribute
« VirtualBox 5.1.14 Oracle VM VirtualBox Extension Pack Al supported platforms
Support for USB 2.0 and USB 3.0 devices, VirtualBox RDP, disk encryption, NVMe and PXE boot for Intel cards. See this chapter from the User Manual for an introduction to
this Extension Pack.
The Extension Pack binaries are released under the VirtualBox Personal Use and Evaluation License (PUEL).
Please install the extension pack with the same version as your installed version of VirtualBox:
If you are using VirtualBox 5.0.32, please download the extension pack -+ here.

Community

« VirtualBox 5.1.14 Software Developer Kit (SDK) = All platforms
See the changelog for what has changed.

You might want to compare the SHA256 checksums or the MDS5 checksums to verify the integrity of downloaded packages. The SHA256 checksums should be favored as the MD5
algorithm must be treated as insecure!

Note: After upgrading VirtualBox it is recommended to upgrade the guest additions as well.

W Download - Vagrant by | x

< C | @ Secure  https//www.vagrantup.com/downloads htm| * | By 0] EN + ]

VVAGRANT HashiCorp ) - e

DOWNLOAD VAGRANT

DOWNLOADS

ARCHIVES Below are the available downloads for the latest version of Vagrant
(1.9.1). Please download the proper package for your operating system
and architecture.

You can find the SHA256 checksums for Vagrant 1.9.1 online and you
can verify the checksum's signature file , which has been signed using
HashiCorp's GPG key. You can also download older versions of Vagrant
from the releases service

2 MAC OS X

Universal (32 and 64-bit)

ragrant>cd ceph

agrant\ceph




Installing the 'vagrant-hostmanager' plugin. This can take a few minutes...
Fetching: vagrant-hostmanager-1.8.5.gem (160%)

Installed the

plugin 'vagrant-hostmanager (1.8.5)"!

==> box: Loading metadata for box 'bento/ubuntu-16.e4'

box: URL: https://atlas.hashicorp.com/bento/ubuntu-16.64
his box can work with multiple providers! The providers that it
can work with are listed below. Please review the list and choose
he provider you will be working with.

1) parallels
2) virtualbox
3) vmware_desktop

Enter your choice: 2
: Adding box
: Downloading

'bento/ubuntu-16.84"' (v2.3.1) for provider: virtualbox
: https://atlas.hashicorp.com/bento/boxes/ubuntu-16.84/versions/2.3.1/providers/virtualbox.box

: Progress: 100% (Rate: 5257k/s, Estimated time remaining: --:--:--)
: Successfully added box 'bento/ubuntu-16.84' (v2.3.1) for 'virtualbox'!

Bringing machine 'ansible' up with 'virtualbox' provider...
Bringing machine 'monl' up with 'virtualbox' provider...
Bringing machine 'mon2' up with 'virtualbox' provider...

Bringing machine 'mon3' up with 'virtualbox' provider...
Bringing machine 'osdl' up with 'virtualbox' provider...
Bringing machine 'osd2' up with 'virtualbox' provider.
Bringing machine 'osd3' up with 'virtualbox' provider.

ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:
ansible:

Importing base box 'bento/ubuntu-16.€4°'...

Matching MAC address for NAT networking...

Checking if box 'bento/ubuntu-16.84' is up to date...
Setting the name of the VM: ceph_ansible_ 1486503043550 56998
Clearing any previously set network interfaces...

Preparing network interfaces based on configuration...
Adapter 1: nat

Adapter 2: hostonly

Forwarding ports...

22 (guest) => 2222 (host) (adapter 1)

Running 'pre-boot' VM customizations...

Booting VM. ..

Waiting for machine to boot. This may take a few minutes...




“ssh” executable not found in any directories in the %PATH% variable. Is an
SSH client installed? Try installing Cygwin, MinGW or Git, all of which
contain an SSH client. Or use your favorite SSH client with the following
authentication information shown below:

Host: 127.6.0.1
Port: 2206
Username:
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vagrant@ansible:~5 ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/home/vagrant/.ssh/id rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/vagrant/.ssh/id rsa.
Your public key has been saved in /home/vagrant/.ssh/id rsa.pub.
The key fingerprint is:
SHAZ256:mdvKrx6ZG88AKQsPnaFpjK1Pb8pmmnfgDiQPv4A00npw vagrant@ansible
The key's randomart image is:

+-——[RSA 2048]——-+

. 0

.E=00 . O

oBO*. . *o+
4-———[SHA256]

-

vagrant@ansible:~$ ssh-copy-id monl
/usr/bin/ssh-copy-id: INFO: Source of key(s) to be installed: "/home/vagrant/.ssh/id rsa.pub”
The authenticity of host 'monl (192.168.0.41)' can't be established.
ECDSA key fingerprint is SHA256:RIL/3ep65gXeDkZSACi/rNOhBxiLrBxMveyk3CfLkyg.
Are you sure you want to continue connecting (yes/no)? yes
/usr/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter out any that are alr
eady installed
/usr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed —— if you are prompted now it is to inst
all the new keys
vagrant@monl's password:

Number of key(s) added: 1

Now try logging into the machine, with: "ssh 'monl"'"
and check to make sure that only the key(s) you wanted were added.

vagrantlansible:~$ ssh monl
Welcome to Ubuntu 16.04.1 LTS (GNU/Linux 4.4.0-5l1-generic x8

* Documentation: https://help.ubuntu.com
* Management: https://landscape.canonical.com
* Support: https://ubuntu.com/advantage

0 packages can be updated.

~

0 updates are security updates.

vagrantl@monl:~3$ I




dansible:~5 ansible m







Chapter 3:Bluestore
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Chapter 4: Erasure coding for better storage efficiency
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nl:~$ sudo ceph osd erasure-










Chapter 5: Deployiong with Librados
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Chapter 6: Distributed Computation with Ceph RADOS
Classes




Tic
L
L
¢
Ti¢
Tic
L
L
¢
Ti¢
Tic
L
L
¢
Ti¢
Tic

o Y




120

100

80

60

40

20

Dirty Flushing

N A

1 4 7 1013 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73

e | 0w Flush Threshold High Flush Threshold Eviction Threshold

s |0 Block Threshold — ==——Dirty Cache %




Chapter 8: Tiering with Ceph




g% PuTTY Reconfiguration
Category:
— Session
- Logging
— Terminal
- Keyboard
- Features
— Window
- Appearance
- Behawviour
- Translation
- Selection
- Colours
— Connection

Options controlling SSH port forwarding

Port forwarding

[ ]Local ports accept connections from other hosts
D Remote ports do the same (S5H-2 only)

Forwarded ports:

Remove

L3000 127.0.0.1:3000

13333 127.0.0.1:80

Add new forwarded port:

Source port 3333 Add
Destination 127.0.0.1:80
(EII Local (:II Remote (:Il Dynamic
(@) Auto () 1Pv4 () 1Pv6

Apply Cancel




Edit data source

Config Dashboards

graphite

Graphite

Http settings
url http://localhost

Access proxy

Http Auth
Basic Auth With Credentials

TLS Client Auth With CA Cert

Success
Data source is working

Save & Test




AR AR

New dashboard

+ o

View Edit Duplicate Share

Panel Title




Panel data source  graphite - + Add query

Toggle Edit Mode
Duplicate
Move up

Move down

A collectd ansible load load shortterm +

. collectd.ansible.load.load.shortterm




A collectd mon’ select metric

Panel Title

19:10 19:20 19:30

= collectd.mon1.ceph.mon.mon1.ceph_bytes.Cluster.numObject



Chapter 9: Tuning Ceph
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| filestore split multiple * abs(filestore merge threshold)*16 |




Chapter 10: Troubleshooting
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Chapter 11: Disaster Recovery

vagrantlansible:~/ceph-ansible$ cat hosts
[mons |
sitel-monl

[osds]
sitel-osdl

[ceph:children]
osds

vagrant@ansible:~/ceph—-ansibleZ5 cat hosts
[mons |
siteZ-monl

[osds]
site?-o0sdl

[ceph:children]
mons
osds

vagrantldsite
set pool 0 size

vagrant@sitel-monl:~5 sudo ceph osd pool set rbd min size 1
set pool 0 min size to 1

lvagrant@monl:~$5 sudo apt-get install rbd-mirror
PReading package lists... Done
Building dependency tree
Reading state information... Done
The following NEW packages will be installed:
rbd-mirror
0 upgraded, 1 newly installed, 0 to remove and 121 not upgraded.
Need to get 1,726 kB of archives.
After this operation, 7,240 kB of additional disk space will be used.
Get:1 http://download.ceph.com/debian-kraken xenial/main amdé4 rbd-mirror amdéd 11.2.0-1zenial [1,726 kB]
Fetched 1,726 kB in 1s (1,289 kB/s)
Selecting previously unselected package rbd-mirror.
(Reading database ... 54945 files and directories currently installed.)
Preparing to unpack .../rbd-mirror_ 11.2.0-lxenial_amdé64.deb ...
Unpacking rbd-mirror (11.2.0-1xenial)
Processing triggers for ureadahead (0.100.0-19)
Processing triggers for man-db (2.7.5-1)
Setting up rbd-mirror (11.2.0-1xenial)
ceph-rbd-mirror.target is a disabled or a static unit, not starting it.
|Processing triggers for ureadahead (0.100.0-19)

vagrant@sitel-monl:~$ sudo rbd mirror image enable rbd/mirror_ test
Mirroring enabled




vagrant@sitel-monl:~$% sudo rbd --cluster remote mirror pool status rbd --verbose
health: OK
images: 1 total

1 replaying

irror test:

global id: a90b307a-98ec-4835-%9eal-fc2f91bdae3’

state: up+replaying

description: replaying, master position=[object number=3, tag_tid=1, entry tid=2607], mirror_ position=
[object number=3, tag tid=1l, entry tid=2607], entries behind master=0

last_update: 2017-04-17 14:37:09

rbd image 'mirror test':
size 1024 MB in 256 objects
order 22 (4096 kB objects)
block name prefix: rbd data.374b74b0dcS5l
format: 2
features: layering, exclusive-lock, object-map, fast-diff, deep-flatten, journaling
flags:
journal: 374b74b0dcbl
mirroring state: enabled
mirroring global id: a90b307a-98ec-4835-92a8-fc2f91bdae37
mirroring primary: true

rbd image 'mirror test':
size 1024 MB in 256 objects
order 22 (4096 kB objects)
block name prefix: rbd data.377d2ebl41£f2
format: 2
features: layering, exclusive-lock, object-map, fast-diff, deep-flatten, journaling
flags:
journal: 377d2ebl41f2
mirroring state: enabled
mirroring global id: a%0b307a-98ec-4835-9ea8-fc2f91bdae37
mirroring primary: false

vagrant@sitel-monl:~5 sudo rbd-nbd map mirror test
/dev/nbd0

vagrant@sitel-monl:~5 sudo mkfs.extd /dev/nbd0
ke2fs 1.42.13 (17-May-2015)
Discarding device blocks: done
Creating filesystem with 262144 4k blocks and 65536 inodes
Filesystem UUID: d4ff2036-al0b-4003-8a0a-144b0863b55a
Superblock backups stored on blocks:
32768, 98304, 163840, 229376

Allocating group tables: done

Writing inode tables: done

Creating journal (8192 blocks): done

Writing superblocks and filesystem accounting information:

vagrant@siteZ-monl:~$ sudo rbd-nbd map mirror test
/dev/nbd0

vagrant@siteZ-monl:~5 sudo mount /dev/nbd0 /mnt
vagrant@siteZ-monl:~5 cat /mnt/test.txt

This is a test




vagrant@monl:~$ git clone https://gitlab.lbader.de/kryptur/ceph-recovery.git
Cloning into 'ceph-recovery'...

remote: Counting objects: 18, done.

remote: Compressing objects: 100% (18/18), done.

remote: Total 18 (delta ©), reused 0 (delta 0)

Unpacking objects: 100% (18/18), done.

Checking connectivity... done.

vagrant@monl:~5 sudo apt-get install sshfs
Reading package lists... Done
Building dependency tree
Reading state information... Done
g packages were automatically installed and are no longer required:
libboost-iostreamsl.58.0 libboost-program-optionsl.58.0 libboost-randoml.58.0 libboost-regexl.58.0 libboost-systeml.58.0
libboost-threadl.58.0 libcephfsl libfcgiOldbl
Use 'sudo apt autoremove' to remove them.
The following NEW packages will be installed:
sshfs
0 upgraded, 1 newly installed, 0 to remove and 103 not upgraded.
Need to get 41.7 kB of archives.
[After this operation, 138 kB of additional disk space will be used.
Get:1 http://us.archive.ubuntu.com/ubuntu xenial/universe amdé64 sshfs amd64 2.5-lubuntul [41.7 kB]
Fetched 41.7 kB in 0s (109 kB/s)
Selecti previously unselected package sshfs.
(Reading database ... 40714 files and directories currently installed.
Preparing to unpack .../sshfs_2.5-lubuntul_amdé4.deb ...
Unpacking sshfs (2.5-1ubuntul)
Processing triggers for man-db (2.7.5-1)
Setting up sshfs (2.5-lubuntul)

agrant@monl:~/ceph-recovery$ sudo ./collect files.sh osds
Scanning ceph-0
Scanning ceph-1
Scanning ceph-2
reparing UDATA files
DATA files ready
Fxtracting VM IDs
IDs extracted
agrant@monl :~/ceph-recovery$ sudo ./assemble.sh vms/test.id 1073741824
1e502238e1£29
CestT
file lists/1e502238elf29.files

RECOVERY
Assemble test with ID 1e502238elf29

file lists/1e502238elf29.files found

Output Image will be ./test.raw

here are 15 blocks found
he output file will be created as a file of size 1073741824 Bytes
he blocksize is 512

Creating Image file...

Starting reassembly...

1005 [##4444444H4444 3400 H F A A A A A A A A A A ]
Image written to ./test.raw

vagrant@monl:~/ceph-recoverys sudo eZfsck test.raw
e2fsck 1.42.13 (17-May-2015)
test.raw: clean, 11/65b36 files, 12635/262144 blocks




agrant@monl:~/ceph-recovery$
FFilesystem d Avail Use% Mounted on
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vagrant@monl:~/ceph-recovery$ sudo osd pool set rbd min size 1
set poel 0 min size to 1

d9f58afd-3e62-4493-baB0-0356290b3d9f
HEALTH WARN
64 pgs degraded
26 pgs stuck unclean
64 pgs undersized
recovery 46/69 objects degraded
too few PGs per 05D (21 < min 30)
2/3 in osds are down
nobackfill, norecover flag(s) set
all 0SDs are running kraken or later but the 'require kraken osds' osdmap flag is not set
monmap e2: 3 mons at {monl=192.168.0.41:6789/0,mon2=192.168.0.42:6789/0,mon3=192.168.0.43:6789/0}
election epoch 258, quorum 0,1,2 monl,mon2,mon3
mgr active: monl standbys: mon2, mon3
osdmap e398: 3 osds: 1 up, 3 in; €4 remapped pgs
flags nobackfill,norecover, sortbitwise, require jewel osds
pgmap v5286: 64 pgs, 1 pools, 37579 kB data, 23 objects
226 MB used, 26668 MB / 268%4 MB avail
16/69 objects degraded
64 active+undersized+degraded

cluster d9f58afd-3e62-4493-ba80-0356290b3d9f

health HEALTH_ WARN
64 pgs degraded
1 pgs recovering
64 pgs stuck unclean
64 pgs undersized
recovery 25/69 objects degraded (36.232%)
recovery 1/23 unfound (4.348%)
1/3 in osds are down
all 05Ds are running kraken or later but the 'require kraken osds' osdmap flag is not set

monmap e2: 3 mons at {monl=192.168.0.41:6789/0,mon2=192.168.0.42:6789/0,mon3=192.168.0.43:6789/0}
election epoch 258, quorum 0,1,2 monl,monZ,mon3

mgr active: monl standbys: mon2, mon3

osdmap e409: 3 osds: 2 up, 3 in; 64 remapped pgs

flags sortbitwise,require_ jewel_osds
pgmap vb319: 64 pgs, 1 pools, 37579 kB data, 23 objects
220 MB used, 26674 MB / 26894 MB avail
25/69 objects degraded (36.232%)
1/23 unfound (4.348%)
63 active+undersized+degraded
1 active+recovering+undersized+degraded

vagrant@monl:~5 sudo ceph health detail

HEALTH WARN 1 pgs degraded; 1 pgs stuck unclean; recovery 2/46 objects degraded (4.348%); recovery 1,
are running kraken or later but the 'require_ kraken osds' osdmap flag is not set

pg 0.31 is stuck unclean for 1370.786568, current state active+degraded, last acting [2,1]

pg 0.31 is activetdegraded, acting [2,1], 1 unfound

recovery 2/46 objects degraded (4.

recovery 1/23 unfound (4.348%)
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vagrant@monl:~5 sudo ceph -s
cluster d9f58afd-3e62-4493-baB0-0356290b3d9f
health HEALTH ERR
27 pgs are stuck inactive for more than 300 seconds
64 pgs degraded
pgs stale
pgs stuck inactive
pgs stuck unclean
64 pgs undersized
recovery 18/36 objects degraded (50.000%)
too few PGs per 0SD (21 < min 30)
2/3 in osds are down
monmap e2: 3 mons at {monl=192.168.0.41:6789/0,mon2=192.168.0.42:6789/0,mon3=192.1668.0.43:6785/0}
election epoch 10, quorum 0,1,2 monl,monZ,mon3
mgr active: mon2 standbys: mon3, monl
osdmap e22: 3 osds: 1 up, 3 in:; 41 remapped pgs
flags sortbitwise,require jewel osds,require kraken osds
pgmap v105: 64 pgs, 1 pools, 37572 kB data, 18 objects
233 MB used, 26661 MB / 26894 MB avail
18/36 objects degraded (50.000%)
41 undersized+degraded+peered
23 staletundersizedt+degraded+ipeered

0.21 is stalet+undersized+degraded+peered, acting
0.22 is stale+undersized+degraded+peered, acting
0.23 1s staletundersizedtdegradedtpeered, acting
0.24 is undersized+degraded+peered, acting [0]
0.25 is undersized+degraded+peered, acting
0.26 1s undersized+degraded+peered, acting
0.27 is undersized+degraded+peered, acting
0.28 is undersized+degraded+peered, acting
0.29 is undersized+degraded+tpeered, acting
0.2a is staletundersized+degraded+peered, acting [2]
0.2b is stale+undersized+degraded+peered, acting [2]
0.2c 1s undersized+degraded+peered, acting [0]
0.2d is stale+tundersized+degraded+peered, acting [2]
vagrant@osd3:~5 sudo ls -1 /var/lib/ceph/osd/ceph-2/current/0.2d head
total 0
-rw-r—-—-r—— 1 cepE ceph 0 Apr 2 20:13  head 0000002D O
vagrant@osd3:~§ sudo ceph-objectstore-tool ——op export —pgid 0.2a ——data-path /var/lib/ceph/osd/ceph-2 —file 0.2a export
éééiga2:::rbdﬁda:a<fa68238e1f29<OGGOOOOGGOOOOGEO:head#
3§Z§Z}fﬁiéiif?§'sudo ceph-cbjectstore tool ——op import ——data path /var/lib/ceph/osd/ceph 3 — file 0.2a export
Importing pgid 0.2a

Write #0:54d415a2:::rbd data.fa68238e1£29.0000000000000060:head#
Import successful
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vagrant@monl:~5 sudo ceph -s

cluster d9f58afd-3e62-4493-ba80-0356290b3d9f

health HEALTH_WARN
clock skew detected on mon.mon2
41 pgs degraded
64 pgs stuck unclean
41 pgs undersized
recovery 13/36 objects degraded (36.111
recovery 5/36 objects misplaced (13.889%)
Monitor clock skew detected

monmap e2: 3 mons at {monl=192.168.0.41:6789/0,mon2=192.168.0.42:6789/0,mon3=192.168.0.43:6789/0}
election epoch 10, quorum 0,1,2 monl,monZ,mon3

mgr active: mon2? standbys: mon3, monl

osdmap e48: 4 osds: 2 up, 2 in; 23 remapped pgs

flags sortbitwise,require jewel osds,require_kraken osds
pgmap v182: 64 pgs, 1 pools, 37572 kB data, 18 objects
1184 MB used, 16744 MB / 17929 MB avail
13/36 objects degraded (36.111%)
5/36 objects misplaced (13.889%)
41 active+tundersized+degraded
23 activetremapped




