Chapter 1: Getting Started with Docker
Orchestration

EC2 Management Co

AWS ~

EC2 Dashboard
Events

Tags

Reports

Limits

Instances

Spot Requests
Reserved Instances
Scheduled Instances
Dedicated Hosts

AMIs
Bundle Tasks

Volumes
Snapshots

Security Groups
Elastic IPs
Placement Groups
Key Pairs

& > { | B https/us-west-2.console.aws.amazon.com

Services ~

Connect  Actions v
e— o % e
Q [~] TtoTof1
@ Name - Instance ID ~ Instance Type - Avallability Zone - Instance State - Status Checks - Alarm Status Public DNS -
@ dm-aws-test 1-07fe2b80921d12c549 12.micro us-west-2a @ running & 2/2checks... None %6 ec252-43-71-87.us-we...
Instance: | i-07fe2b892fd12c549 (dm-aws-test) Public DNS: ec2-52-43-71-87.us-west-2.compute.amazonaws.com [_J —N=]
Description Status Checks Monitaring Tags 3
Instance 1D i-07fe2b@92fd12c549 PublicDNS ~ €c2-52-43-71-87.us-west
2 compute.amazonaws.com
Instance state running Public IP 52437187
nstance type  t2.micro Elastic IPs
Private DNS  ip-172-31-23-220 us-west- Availability zone  us-west-2a
2.compute.internal
Private IPs  172.31.23.220 Security groups  docker-machine. view rules

Feedback (@ En




Compute Engine - docker. Google Chrome

{2} Compute Engine - do

€« > {3} | B https //console.cloud.google.com s

Google Cloud Platform  dockersest -

{e} Compute Engine VM instances 3 CREATE INSTANCE P4 CREATE INSTANCE GROUP
M 1
a e Columns ~ = QLabels Recommendations
#h 1ce Y .
CPU utilization - 1 hour 6h 121 1 day 2d Ac 7 14
a nce tem —

(o}
o
bl

s C

a 5
% e A Aug 27,1245 PM Aug 0 PM A A A
H cPU: 148 3
@®  Operations
= o
o ¢ N Zone Machine type Recommendation Inuse by Internal IP External IP
@ dm-geetest cP 8 10128 104.154.24.36 SSH 1}

Virtual machines - Micr

t Azure - Goog

<@ Virtual machines - M

<« C {1 | B https/portal.azure.com
\s  Virtual maching
Virtual mac

=+ 2dd

Subscriptions: Free Trial

NAME STATUS RESOURCE GROUP LOCATION SUBSCRIPTION

Bl dm-azure-test Creating docker-machine West US Free Trial

Billing

Help + support




Welcome to nginx! - Google Chrome
[ welcome to nginx! \
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Welcome to nginx!
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If you see this page, the nginx web server is successfully installed and

working. Further configuration is required.
For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.




Chapter 2: Building Multi-Container
Applications with Docker Compose

[ Sample Web Site
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Docker Orchestration is Fun!

Docker orchestration is really fun. Try it today!




Chapter 3: Cluster Building Blocks —
Registry, Overlay Networks, and Shared
Storage
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Chapter 4: Orchestration with Docker Swarm
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Install DC/OS CLI

Installation

Windows 0osX Linux

curl -fLsS --retry 26 -Y 100668 -y 6@ https://downloads
sudo mv dcos /usr/local/bin &

sudo chmod +x /usr/local/bin/dcos &&

dcos config set core.dcos_url https://ml.dcos &

dcos

Edit Service JSON mode

Container Settings
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Extend runtime privileges Force pull image on launch

Docker Parameters

Key Value

Cancel




DC/0S - Google Chrome

B ocios

> {) | B b#pS//104.197.113.232

Edit Service

JSON mode

Network

balancir

Network Type

Virtual Network: deos v

Service Endpoints
Container Port  Name  Protocol

80 web cpv Load Balanced X

+ Add an endpoint

@ clie



Chapter 7: Using Simpler Orchestration
Tools — Fleet and Cattle
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Rancher - Google Chrome

@ Rancher
¢ - ¢ o oI
1 StartupaLinuxmachine somewhere and install the latest version of Docker onit.

2 Make sure any security groups or firewalls allow traffic:
© From and To all other hostson UDP ports and 4500 (f etworking]

3 Optional: Add labels to be applied to the host.

(P Add Label

4  Optional: Specify the public IP that should be used for this host. This is required if you're trying to add the host the
L container is on.

5 Copy. paste, and run the command below to register the host with Rancher:

5  Click close below. The new host should pop up on the Hosts screen within a minute.

Close




Rancher - Google Chrome

@ Rancher

Environment AP| Keys

Environment APl keys are tied to this specific Environment ( Default ) and can only manipulate resources within there. Other accounts with access to this Environment can also manage these
keys.
Endpoint: http: // | 5050/ v1/projects/ias
State £ Name & Description & Access Key & Created
Active demo C7CEF9002676375EBASA t M it ™ 1

vil4 Help Documentation FAQs Fileanlssue  Forums @EnglishY & Download CLI v

Rancher - Google Chrome
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Scale

® Run 1 container

Always run one instance of this container on every host

Name Description
Listening Ports @
Add Port
Source IP/Part™ Protocol SSL  Default Target Port Access
- -
Targets
° G—) Add Service

Target Service”

Show advanced routing options- Direct requests to different services based on port, Host header, or request path

| Stickiness  Customhaproxycfg  Labels  Scheduling .




Chapter 8: Monitoring Your Cluster
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© collapse

Management / Kibana

- -0
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Index Patterns Saved Objects Advanced Settings

No default index
pattern. You must select or
Create one to continue.

Configure an index pattern

In order to use Kibana you must configure at least one index pattern. Index patterns are used to Identify the Elasticsearch index to run search
and analytics against. They are also used to configure fields.

¥ Index contains time-based events

|| Use event times to create index names [DEPRECATED]

Index name or pattern

Patterns allow you to define dynamic Index names using * as a wildcard. Example: logstash-*
logstash-*

"J Do not expand index pattern when searching (Not recommended)

By default, searches against any time-based index pattern that contains a wildcard will automatically be expanded to query only the
indices that contain data within the currently selected time range.

Searching against the index pattern Jogstash-* will actually query elasticsearch for the specific matching indices (e.g. logstash-2015.12.21)
that fall within the current time range.

Time-field name @ refresh fields
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October 20th 2016, 13:55:56.234  container_name: [l source host: 172.17.8.102 level: 6 created: October 29th 2016, 1
3:55:56.234 message: / # / # [J1s wersion: 1.1 command: /w/w sh image name: busybox
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October 29th 2016, 13:55:56.234  container_name: [l source host: 172.17.8.102 level: 6 created: October 29th 2016, 1
3:55:56.234 message: [1;34mbin(6m [1;34ndev[0m [1;34metc[om [1;34mhome[0m [1;34mproc(6m
[1;34nroot [0m [1;34msys[On [1;34mtmp[Om [1;34nusr(Om [1;34nvar(6m [1;3amw[On version: 1.1
command: /w/w sh image name: busybox @timestamp: October 29th 2016, 13:55:58.838

host: core-82 mversion: 1 tan:  image §d: <ha?S6:e2e8114408fd40s7f6A32625405118663F50

October 29th 2016, 13:55:56.234  container_name: [ source host: 172.17.8.162 level: 6 created: October 29th 2616, 1
3:55:56.234 message: Hello workd version: 1.1 command: /w/w sh image_name: busybox
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{5 - B8 Newdashboard - + ut » @ Last1hour

(€ 5 min Load Average
Add Panel Dashboard list

Set height Graph

Move Plugin list

sinolestat
Row editor Singlestat

Delete row Table

Text

= core-01
= core-02

Disk load

core-01 read 526 MBps 527 MBps
— core-02 read s 466 MBps
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+ ADD ROW

B8 Newdashboard - B @ Backto dashboard € ZoomOut » @ Last6 hours

5 min Load Average

= core-01
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G-"Gph General Metrics Axes Legend Display Time range
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Chapter 9: Using Continuous Integration to

Build, Test, and Deploy Containers

A Runners - Sett

B https:/gitlab.com

= Randall Smith /ci-demo ~ v

A'Runner' is a pr ich runs a build. You can setup as many Runner

OCEsS W

Runners can be placed on separate s, and even on your local ma

Each Runner can be in one of the following states

« BB - Runneris active and can proc
. Runner is p

Specific Runners

How to setup a specific Runner for a new project
L. Install a Runner compatib th GitLab Cl (checkout the
information on how to install it)
. Specify the foll
Use the following registration token during setup: 21

tLab Runner section for

ng URL during the Runner setup: https://gitlab.com/ci

B oW

Start the Runne!

Available shared Runners : 2

@ 30dceasb

project

Membes
Groups
Deploy Keys
Webhooks

s

rvices

Protected Branches
Runners

Variables

Triggers

CI/CD Pipelines
Push Rules

Mirror Repository
Pages

Audit Events

Edit Project




Admin Area - GitLab - Google Chrome

oo / W AdminArea-Gittab  x \YA

« cOln qgitlab.example.com

= Admin Area

Registration token is 34

& Reset runners registration token

Each Runner can be in one of the following states:
. m - Runner runs builds from all unassigned projects
. — Runner runs builds from assigned projects
. Runner cannot be assigned to other projects

Runner will not receive any new builds

Overview  Monitoring

You can reset runners registration token by pressing a button below.

L4

Messages  System Hooks

A'Runner’ is a process which runs a build. You can setup as many Runners as you need.
Runners can be placed on separate users, servers, even on your local machine.

Applications  Abuse Reports 0

Builds  Runners

To register a new Runner you should enter the following registration token. With this token the Runner will request a unique Runner token and use that for future communication.

Runner description or t Search Runners with last contact less than a minute ago: 1
Type Runner token Description Projects Builds Tags Last contact
Container Registry - Randall Smith / ci-demo - GiiLab - Google Chrome - 0 9
A Container Registry ‘A X el
&« C (Y | @ htips/gitiab.com i
= Randall Smith / ci-demo v u L+ O-
Project Activity Repository Pipelines Registry Graphs Issues 0  MergeRequests 0 Wiki &~
A'container image' is a snapshot of a container. You can host your container images with GitLab.
To start using container images hosted on GitLab you first need to login:
docker login registry.gitlab.com
Then you are free to create and upload a container image with build and push commands:
docker build -t registry.gitlab.com/perlstalker/ci-demo
docker push registry.gitlab.com/perlstalker/ci-demo
Name Image ID Size Created
build Iy 9be08492f 68.2MB - 4 layers n
deploy Iy f0d49a964 83.6MB - 6 layers - n
latest Ity f0d49a964 83.6MB -6 layers u
master IRy b52987008 68.2MB - 4 layers - n
-
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Pipelines - Randall Smith / ci-dema - GitLab - Google Chrome - 9
# Pipelines - Randall S X et
C { | B https//gitlab.com. 4
Randall Smith / ci-demo v H A + O-
Project Activity Repository Pipelines Registry Graphs Issues 0  Merge Requests 0 Wiki & -
Pipelines Bu E alytics
All 35 Running Branc ClLint
Staty Pipeline Commit Stages
— v deploy o 92403597 & 05:05
@ passed #4969779by @ [ES33 -
[[© passed | d =3 @ Proper "when” syntax ©Oe £ 2days ago "
r P deploy o 58a00488
@ failed #4969715by @ agc
@ Add manual deployment
\Q—\ $4565655 by @8 ¥ deploy o 9901fc8d
assed
P Y ® Use bin/sh I2AZAciT)
P deploy o c32a494e
@ failed #4969591 by @ c
‘: / @ Make deploy.sh executable @ @ @ ®
@ failed | 4969519 by @  dopey o sartaces QEOE c
aile
J / @ Add./todeploy script
@‘ ——. v deploy o 1da524d7 @ @ @ ® c
ailes
- ’ & Remove unnecessary pull, 52
Environments - Randall Smith / ci-demo - GitLab - Google Chrome - - 9
A Environments - Rande' x ekl
< C {) | B htips/gitlab.com .
= Randall Smith / ci-demo ~ U L+ B-
Project Activity Repository Pipelines Registry Graphs |Issues 0  Merge Requests 0  Wiki -
Pipeline: ds  Environments ics
Environment nt Build Commit

development

production

b deploy o 92403597

deploy-to-dev (#6151182)

@ Proper "when" syntax

¥ deploy o 9e40359F

deploy-to-prod (#6151183)

® Proper "when" syntax

about a minute ago > - Re-deploy

less than a minute ago Re-deploy




Pipeline - Randall Smith / ci-demo - GitLab - Google Chrome =
Ay Pipeline - Randall Smit  x Femdei)
< C 1) | B https./gitlab.com
= Randall Smith / ci-demo v 4 + -
Project  Activity Repository Pipelines Graphs lssues Wik &~
Pipelines Bu Environments  Cycle Analyt
Pipeline #4969779 with 5 builds for depLoy in 4 minutes 48 seconds (queued for 2 seconds)
Authored by Randall Smith 5 minutes ago
Commit 9e40359f da24fe3dd3c095e341e74a9%e1a42624b
" "
Proper when syntax
Hide pipeline graph
Build Test Release Deploy
@ build-image age @ release-image @ deploy-to-dev
3 B ) Na
D _Build
Docker Cloud - Google Chrome -
Rt

& Docker Cloud X SRS

<« C 1 | B https/cloud.docker.com

newr’epn:lagnaﬂne
$ docker push new-repo:tagname

Make sure to change tagname with your desired
BUILD Visibility image repository tag.

rivate r

E] repositories

Public © . Private &
APPLICATIONS ® O
= Stacks
gl senvices Build Settings (op

build with every git push to your sourc

bulld triggers sository Learn

INFRASTRUCTURE
§8 node Clusters O
| Disconnected
§ nodes
SETTINGS €) Peristalker x - ci-demo X -

¥ Click here to customize the build settings
¢ Cloud Settings




Docker Cloud - Google Chrome - 9

& Docker Cloud x () Peristalkercidemo % Freniel]
& C {t | B https//cloud.docker.com e er/re [ T
B&(SEP Backto classic Ul == GetHelp ~ O peristalker ~
BUILD Repositories / perlstalker / ci-demo / Builds / Edit
EI Repositories General Tags Builds Timeline
APPLICATIONS

Stacks Build configurations

& Services

[E containers

SOURCE REPOSITORY €  reristalker x - c-demo X w

NOTE: Changing your source repository may affect your existing build rules.

INFRASTRUCTURE
BUILD LOCATION

@8 nNode Clusters

Small X v node @

@ nodes

AUTOTEST "
SETTINGS @

* Cloud Settings

BUILDRULES + -
Docker Cloud - Google Chrome - 0 9
& Docker Cloud x Perlstalker/ci-demo | el
&« c 0 https // cloud. docker.com. er e 2 Y e o

+ GetHelp ~ ‘ ) peristalker ~

BUILD Services / Wizard

EI Repositories

SUMMARY
APPLICATIONS General settings
General settings
— MAGE 4 peristalker/ci-demo latest -
= Stacks Container configuration
& Services Ports
SERVICE NAME ci-demo-072b71eb
Links
[® containers
Environment variables
NICKNAME !
INFRASTRUCTURE elumes
B8 node Clusters ADD TO STACK y . reate & Deploy .
@ nodes
CONTAINERS N
SETTINGS
DEPLOYMENT
. Emptiest Node v
£ Cloud settings STRATEGY
DEPLOYMENT

CONSTRAINTS




& Docker Cloud

B https

& | 20HR  packtodassicun +  GetHelp ~ peristalker ~

BUILD Containers / ci-demo-072b71eb-1

E Terminal

APPLICATIONS

 se
® Containe

INFRASTRUCTURE

]
i

SETTINGS

2 cous




Chapter 10: Why Stop at Containers?
Automating Your Infrastructure

Docker Cloud - Google Chrome - - 9

& Docker Cloud x renudlef)

&« C {0 | B htpsy/cloud.docker.com.

& ELOSZJ[E)R Back to classlc Ul 4t GetHelp ~ O peristalker ~

BUILD Node Clusters / Wizal

[F] Repositories

Node disk size

NAME demo
APPLICATIONS
= Stacks LABELS -
®
ff Services N
PROVIDER Amazon Web Services - - |GB
[E] containers
REGION us-west-2 -
INFRASTRUCTURE
VPC Number of nodes

8 node clusters

3 ©2.nano[1 CPUs, 512 MB RAM] =
§ Nodes

SETTINGS - |node

Cloud Settings

Launch node cluster




Docker Cloud - Google Chrome

/ & Docker Cloud x

I3

C (t | B httpsy/cloud.docker.com

BUILD

B Repositories

APPLICATIONS
= stacks
ffy Services
[=] Ccontainers
INFRASTRUCTURE
@8 node Clusters

§ nNodes

SETTINGS

¢ Cloud Settings

DOCKER

CLOUD Back to cl

Node Clusters / demo

General Timeline

DEMO

DEPLOYED

© aminute ago

Nodes

§ v7rafa62-63e1-4868-9501-
6.

+ GetHelp ~ ‘ ) peristalker «
2

Scale

REGION Us-west-2

®
@

CPU 1

MEMORY 512MB

DISK SPACE 0GB




	

