
Lesson 01: Introduction to Natural Language Processing 

 

Figure 1.1: Natural language processing 

 

Figure 1.2: Venn diagram for natural language processing 



 

Fig 1.3: Artificial intelligence and some of its subfields 



 

Figure 1.4: Application areas of natural language processing 

 

Figure 1.5: Output for lowercasing with mixed casing in a sentence 

 

Figure 1.6: Output for lowercasing with mixed casing of words 



 

Figure 1.7: Output for noise removal 

 

Figure 1.8: Output for noise removal 

 

Figure 1.9: Canonical form for incorrect spellings 

 

Figure 1.10: Canonical form for abbreviations 

 



Figure 1.11: Output for stemming 

 

Figure 1.12: Output of stemming 

 

Figure 1.13: Output of lemmatization 

  

Figure 1.14: Output for the tokenization of words 

 

Figure 1.15: Output for tokenizing sentences 

 

Figure 1.16: Output after removing stopwords 



 

Figure 1.17: Example for word embeddings 

 



Fig 1.18: The CBOW algorithm 

 

Fig 1.19: The skip-gram algorithm 

 

Figure 1.20: Output for model summary 

 

Figure 1.21: Output for the vocabulary of the corpus 



 

Figure 1.22: Vector for the word 'singer' 

 

Figure 1.23: Word vectors similar to the word 'great' 

 

Figure 1.24: Word vector similar to word 'singer' 



 

Figure 1.25: Output of word embeddings for 'man' 

 

Figure 1.26: Output of word embeddings for 'queen' 

 

Figure 1.27: Output for similar word embeddings 

 

Figure 1.28: Output for top three words for 'x' 

  



Lesson 02: Applications of Natural Language Processing  

 

 

Fig 2.1: Supervised learning 



 

Figure 2.2: POS tags with descriptions 



 

Fig 2.3: Tagged output 

 

Fig 2.4: Noun details 

 

Fig 2.5: Tagged output 



 

Figure 2.6: Output for POS tags 

 

Figure 2.7: Parse tree. 

Figure 2.8: Output for chunking. 

 

Figure 2.9: Output for chunking with spaCy 

 

Figure 2.10: Output for chinking 



 

Figure 2.11: Expected accuracy score. 

 

Figure 2.12: Example for named entity recognition 

 

Figure 2.13: Output for named entity recognition with POS tags 

 

Figure 2.14: Output with named entities 



 

Figure 2.15: Categories of spaCy 

 

Figure 2.16: Output for named entity 

 

Figure 2.17: Output for named entity recognition with spaCy. 



 

 

Figure 2.18: Expected output for NER on tagged corpus 

  



Lesson 03: Introduction to Neural Networks 

 

Fig 3.1: Deep Learning as a subfield of Machine Learning 



 

Fig 3.2: Neural Networks as a part of the Deep Learning Approach 

 

Fig 3.3: A Neural Network with 2 Hidden Layers 



 

 Fig 3.4: The Weighted Connections of a Neural Network 

 

Figure 3.5: Expression for sigmoid function 



 

Figure 3.6: Aspects of a deep learning model that impact the output 

 

Figure 3.7: Expression for linear regression 

 



Fig 3.8: Sample Dataset for Linear Regression 

 

Figure 3.9: Expression for mean squared error function 

 

Figure 3.10: Expression for log loss function 

 

Fig 3.11: Updating Parameters  

 

Figure 3.12: Expression for gradient of loss function 

 

Figure 3.13: Expression of gradient with partial derivaive of loss function 



 

Figure 3.14: Expression for learning rate multipled with gradient 

 

Figure 3.15: Expression for learning rate multipled with gradient at each step 

 

Fig 3.16: Learning Rate 

 

Figure 3.17: Expression for backpropagation function 



  

Figure 3.18: Model summary  

 

Figure 3.19: Expected accuracy score 

 

Figure 3.20: Accuracy score 

  



Lesson 04: Foundations of Convolutional networks 

 

Figure 4.1: Examples of spatial variance 

 

Figure 4.2: Visualization of an image 

 

Figure 4.3: Numerical representation of an image 



 

Figure 4.4: Application of convolution and ReLU operations 

 

Figure 4.5: Filter application to images 

Figure 4.6: Image after applying ReLU function 

Figure 4.8: Max pool 



 

Figure 4.9: Regularization 

 

Figure 4.10: Model summary 

 

Figure 4.12: Expression to calculate probability 

 



Figure 4.13: Expression to calculate loss 

Figure 4.14: Cross-entropy loss vs. predicted probability 

 

Figure 4.15: Steps for task of classification 

 

Figure 4.16: Array output 

 

Figure 4.17: Training the model 

 



 

Figure 4.19: One-dimensional convolution 

 

Figure 4.20: CNN with 6 convolutional and 3 fully connected layers 

 

Figure 4.21: Accuracy score 



 

Figure 4.22: Facial Recognition 

 

Figure 4.23: Object detection 



 

Figure 4.24: Image captioning 

 

 

Figure 4.25: Semantic segmentation 

 



 

Figure 4.26: Sample architecture of semantic segmentation 

 

Figure 4.27: Accuracy scores 

  



Lesson 05: Recurrent Neural Networks 

 

Figure 5.1: TDNN structure 

 

 

Figure 5.2: SimpleRNN structure 



 

Figure 5.3: RNN structure 

 

Figure 5.4: Expression for the output of an RNN 

 

Figure 5.5: Expression for the output of an RNN at time t 

 

Figure 5.6: Folded model of an RNN 



 

Figure 5.7: Unfolding of an RNN 

 

 

Figure 5.8: Unfolded RNN 

 



 

Figure 5.9: Differences between FFNNs and RNNs 

 

Figure 5.10: Output expressions for FFNNs and RNNs 

 

Figure 5.11 Different architectures of RNNs 



 

Figure 5.12: Stacked RNNs 

 

Figure 5.13: Expression for weight update 

 

Figure 5.14 Partial derivative of error with regards to weight 



 

Figure 5.15: Loss function 

 

Figure 5.16 Loss at time t=3 

 

Figure 5.18: Back propagation of loss through weight matrix Wy 

 

Figure 5.19: Expression for weight matrix Wy 



 

Figure 5.20: Back propagation of loss through weight matrix Ws with respect to S3 

 

Figure 5.21: Back propagation of loss through weight matrix Ws with respect to S2 

 

Figure 5.22: Back propagation of loss through weight matrix Ws with respect to S1 



 

Figure 5.23: Sum of all derivatives of error with respect to Ws at t=3 

 

Figure 5.24: General expression for the derivative of error with respect to Ws 

 

 

Figure 5.25: Back propagation of loss through weight matrix Wx with respect to S2 



 

Figure 5.26: Back propagation of loss through weight matrix Wx with respect to S2 

 

Figure 5.27: Back propagation of loss through weight matrix Wx with respect to S1 



 

Figure 5.28: Sum of all derivatives of error with respect to Wx at t=3 

 

Figure 5.29: General expression of derivative of error with respect to Wx 

 

Figure 5.30: Model summary for model layers 



 

Figure 5.31: Model summary of sequence-returning model 

 

Figure 5.32: Model summary for timesteps 

 



Figure 5.33 Batch formations for stateful RNN 

 

Figure 5.34: Box and whisker plot for stateful vs stateless 

 

Figure 5.35: Output for author attribution 

  



Lesson 06: Gated Recurrent Units (GRUs) 

 

 

Figure 6.1: A basic RNN 

 

Figure 6.2: A simple neural network 

 

Figure 6.3: Gradient calculation using chain rule 

 

Figure 6.4: Updating value of b[1] using the gradient 



Figure 6.5: Clipping gradients to combat the explosion of gradients  

 

Figure 6.6: The full GRU structure 

 

Figure 6.7: The meanings of the different signs in the GRU diagram  

 



Figure 6.8: The expression for the activation function for the next layer in terms of the candidate 

activation function 

 

Figure 6.9: The expression for calculating the update gate 

 

Figure 6.10: The update gate in a full GRU diagram 



 

Figure 6.11: A screenshot displaying the weights and activation functions 

 

Figure 6.12: The expression for calculating the reset gate 

 



Figure 6.13: The reset gate 

 

Figure 6.14: A screenshot displaying the values of the weights 

Figure 6.15: A screenshot displaying the r_t output 

 

Figure 6.16: The expression for calculating the candidate activation function 



 

Figure 6.17: The candidate activation function 

 

Figure 6.18: A screenshot displaying how the W and U weights are defined  

 



Figure 6.19: A screenshot displaying the value of h_candidate 

 

Figure 6.20: A screenshot displaying the value of the current activation function 

 

Figure 6.21: A screenshot showing the train and test sequences 

 

Figure 6.22: A screenshot displaying the variable history output of the training model 



 

Figure 6.23: The training and validation accuracy for the sentiment classification task 

 

Figure 6.24: The training and validation loss for the sentiment classification task 

 

Figure 6.25: A screenshot of THE SONNETS 



 

 

Figure 6.26: A screenshot of the training sequences 

 

Figure 6.27: A screenshot displaying epochs 



 

Figure 6.28: A screenshot displaying the output of the generated poem sequence 

  



Lesson 07: Long Short-Term Memory (LSTM) 

 

Figure 7.1: The repeating module in a standard RNN 

 

Figure 7.2: The LSTM unit 

 

Figure 7.3: Notations used in the model 



 

Figure 7.4: Cell state 

 

Figure 7.5: Expression for the forget gate 

 

 Figure 7.6: The forget gate 



 

Figure 7.7: Output for the previous state, 'h_prev,' and the current input, 'x' 

 

Figure 7.8: Output of the matrix values 

 

Figure 7.9: Output of the forget gate, f[t] 



 

Figure 7.10: Expression for candidate cell state 

 

Figure 7.11: Input gate and candidate state 

 

Figure 7.12: Expression for the input gate value 



 

Figure 7.13: Screenshot of values of matrices for candidate cell state and input gate 

 

Figure 7.14: Screenshot of output of input gate 

 

Figure 7.15: Screenshot for values of matrices W_c and U_c 



 

Figure 7.16: Screenshot of the candidate cell state 

 

Figure 7.17: Expression for cell state update 

 

Figure 7.18: Updated cell state 

 



Figure 7.19: Screenshot for output of updated cell state 

 

Figure 7.20: Expression for output gate. 

 

  Figure 7.21: Output gate and current activation 

 

Figure 7.22: Screenshot for output of matrices W_o and U_o 



 

Figure 7.23: Screenshot of the value of the output gate 

 

Figure 7.24: Expression to calculate the value of the next activation 

 

Figure 7.25: Screenshot for the current timestep activation 

 

Figure 7.26: Screenshot of the output for spam classification 



 

Figure 7.27: Screenshot for columns with text and labels 

 

Figure 7.28: Screenshot for label distribution 



 

Figure 7.29: Screenshot for output X 

 

Figure 7.30: Screenshot for output Y 

 



Figure 7.31: Screenshot for the output of tokenized values 

 

Figure 7.32: Screenshot for padded sequences 



 

Figure 7.33: Screenshot of model fitting to 10 epochs 

 

Figure 7.34: Screenshot of the output of model prediction 



 

Figure 7.35: Output for mail category prediction 

 

Figure 7.36: Neural translation model 

 

Figure 7.37: Screenshot for the English-to-German translation of sentence pairs 



 

Figure 7.38: Screenshot for input and output texts after mapping 



 

Figure 7.39: Screenshot for input text and target words 



 

Figure 7.40: Screenshot for output of integer index for each token 



 

Figure 7.41: Screenshot of matrix population 



 

Figure 7.42: Screenshot of model summary 



 

Figure 7.43: Screenshot of model fitting with 20 epochs 



 

Figure 7.44: Screenshot of dictionary values 



Figure 7.45: Screenshot of English-to-German translator 

 

Figure 7.46: Output for French to English translator model 

 

 

 

 

 

 

 

  



Lesson 08: State-of-the-Art Natural Language Processing 

 

 

Figure 8.1: Neural language translation model 

 

Figure 8.2: An example of an attention mechanism 



 

Figure 8.3: An attention mechanism model 

 

Figure 8.4: Table for date normalization 

 

Figure 8.5: Expression for the context vector 



 

Figure 8.6: Determination of attention to inputs 

 

Figure 8.7: The calculation of alpha 



 

Figure 8.8: Screenshot displaying variable values 

 

Figure 8.9: Screenshot for human_vocab dictionary 

 

Figure 8.10: Screenshot for the machine_vocab dictionary 



 

Figure 8.11: Screenshot for the inv_machine_vocab dictionary 

 

Figure 8.12: Screenshot for the shape of matrices 

 

Figure 8.13: Screenshot for the shape of matrices after processing 



 

Figure 8.14: Screenshot for model summary 

 

Figure 8.15: Screenshot for epoch training 

 

Figure 8.16: Screenshot for normalized date output 

 

Figure 8.17: Output for text summarization 

  



Lesson 09: A Practical NLP Project Workflow in an 

Organization 

 

 

Figure 9.1: General workflow for the development of a machine learning product 

 

Figure 9.2: General presentation workflow 

 



Figure 9.3: Research workflow 

 

Figure 9.4: Production-oriented workflow 

 

Figure 9.5: A new Python notebook on Google Colab 



 

Figure 9.6: Edit dropdown in Google Colab 

 

Figure 9.7: Notebook settings for Google Colab 



 

Figure 9.8: GPU hardware accelerator  

 

Figure 9.9: Screenshot for GPU device name 

 

Figure 9.10: Screenshot for importing data from Google Drive 

 



Figure 9.11: Data imported on the Colab notebook from Google Drive 

 

Figure 9.12: Unzipping a data file on a Colab notebook 

 

Figure 9.13: Screenshot of dataframe contents 

 

Figure 9.14: Screenshot of the X variable array 



 

Figure 9.15: y_train output 

 

Figure 9.16: Screenshot of the model summary 



 

Figure 9.17: Screenshot of the training session 

 

Figure 9.18: Output for Flask 



 

Figure 9.19: Output screenshot for docker build 

 

Figure 9.20: Output screenshot for the docker run command 

 

Figure 9.21: AWS services in the AWS Management Console 



 

Figure 9.22: Network and security on the AWS console 

 

Figure 9.23: Resources on the AWS console 



 

Figure 9.24: Amazon Machine Instance (AMI) 

 

Figure 9.25: Choosing the instance type on AMI 



 

Figure 9.26: The review instance launch screen 

 

Figure 9.27: Configure the security group 



 

Figure 9.28: Launch status on the AWS instance 

 

Figure 9.29: Screenshot for the home endpoint 



 

Figure 9.30: Stopping the AWS EC2 instance 

 

 


