## Chapter 1: Introduction to Monitoring





Host



## Chapter 2: Deploying the Datadog Agent





[^0]5. Execute the Agent status command and verify that the integration check has passed. Look for docker under the Checks section.


Docker Integration
Docker is an open-source project that automates the deployment of applications inside software containers.
$\checkmark$ installed
Overview Configuration Metrics
The following metrics will be tracked by this integration:

| Name | Units | Description |
| :--- | :--- | :--- |
| docker.container.open_fds | files | The number of open file descriptors |
| docker.container.size_rootfs | bytes | Total size of all the files in the container |
| docker.container.size_rootfs.95percentile | bytes | 95th percentile of docker.container.size_rootfs |
| docker.container.size_rootfs.avg | bytes | Average value of docker.container.size_rootfs |
| docker.container.size_rootfs.count | samples/second | The rate that the value of docker.container.size_rw was sampled |
| docker.container.size_rootfs.max | bytes | Max value of docker.container.size_rootfs |
| docker.container.size_rootfs.median | bytes | Median value of docker.container.size_rootfs |
| docker.container.size_rw | bytes | Total size of all the files in the container which have been created or changed by processes running <br> in the container |
| docker.container.size_rw.95percentile | bytes | 95th percentile of docker.container.size_rw |

## Chapter 3: The Datadog Dashboard

Pe
Infrastructure
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no availability-zone 5 hosts




| 5- | ¢ | 8 | (1) | (\%) | \& | 「 | $\theta$ | \% | (1) | : |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 Hosts up / 5 total |  |  |  |  |  |  |  |  |  |  |
| Q Filter by name, tag, or app |  |  | Group by tags: ${ }^{\text {a }}$ Showing all 5 entries. |  |  |  |  |  |  |  |
| Hostname v |  |  | Status |  | CPU |  | IOWait | Load 15 |  | Apps |
| thomass-mbp-2.lan |  |  |  |  | 18\% |  | 0\% |  | 1.73 | ntp system |
| i-02b0731f68c4b1484 |  |  |  |  | 0.3\% |  | 0\% |  | 0 | ntp system |
| i-0a4731d28a819947d |  |  |  |  | 0.2\% |  | 0\% |  | 0 | ntp system |
| i-063c5924bdebfe51b |  |  |  |  | 0.2\% |  | 0\% |  | 0 | ntp system |
| i-021b5a51fbdfe237b |  |  | $\Delta>$ |  | 0.2\% |  | 0\% |  | 0 | ntp system |





## Create dashboard

Dashboard name:
|Thomas's Dashboard 21 Jul 2020 22:27


| $\uparrow$ Sample dashboard | Finish Editing $\checkmark$ | 1h | Past 1 Hour | $\checkmark$ | 4 | II | " | Q |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Q Search... \| Add Template Variab |  |  |  |  |  |  |  | \% |


| Ih... | Notes and Links高 | Timeseries <br> 必 | Query Value $3.14$ |  | Top List $\sqrt{2}+\square$ 2 | SLO <br> Summary <br> $\mathbf{+ 9 9 \%}$ | Heat Map | Check Status $29$ |  | E1 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


(3) Give your graph a title (or leave blank for suggested title)

Avg of system.cpu.user over hosti-021b5a51fbdfe237b

Integrations APIs Agent Embeds
Q Nginx

## Available



## Nginx Integration

NGUX
Overview Configuration Metrics
Installation
The NGINX check pulls metrics from a local NGINX status endpoint, so your nginx binaries need to have been compiled with one of two NGINX status modules:

- stub status module - for open source NGINX
- httpstatus module - only for NGINX Plus
NGINX Open Source
If you use open source NGINX, your instances may lack the stub status module. Verify that your nginx binary includes the module before proceeding to
Configuration:
S nginx -V 2>s1I grep -o http_stub_status_module
http_stub_status_module
If the command output does not include http_stub_status_module, you must install an NGINX package that includes the module. You can compile your own NGINX-enabling the module as you compile it-but most modern Linux distributions provide alternative NGINX packages with various combinations of extra modules

Integrations Marketplace APIs Agent Embeds


## Embedded Graphs

| Embedded <br> Graph on Dashboard | Interval | Shared By | Code |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Average CPU usage on Average CPU Usage | Past day | contact@kurianinc.us | Show embed code | Revoke |
| Revoked <br> Graph on Dashboard |  |  |  |  |
| There are no revoked graph embeds. | Interval | Shared By | Code |  |




## Chapter 4: Account Management



## Invite Users

Invite users by email and assign them roles below.
Emails
$\square$
Enter one or more valid email addresses separated by whitespace, ' $\because$ ', or ';'
Assign roles to users
Select roles
Datadog Admin Role
Datadog Read Only Role
Datadog Standard Role

Standard Access - This permission gives you the ability to view and edit components in your Datadog organization that do not have explicitly defined permissions. This includes APM, Events, and other nonAccount Management functionality.

## Additional Permissions

| $\checkmark$ Logs | read | write | other |
| :---: | :---: | :---: | :---: |
| Logs Read Index Data | x | - | - |
| Logs Modify Indexes | - | * | $\checkmark$ |
| Logs Live Tail Access | $\checkmark$ | - | - |
| Logs Write Exclusion Filters | - | $x$ | - |
| Logs Write Pipelines | - | - | $\checkmark$ |
| Log Write Processors | - | $x$ | - |
| Logs Archives | $\checkmark$ | x | - |
| Logs Public Config API | - | - | $x$ |
| Log Generate Metrics | - | - | $\checkmark$ |
| Logs Read Data | $\checkmark$ | - | - |
| $\checkmark$ Dashboards | read | write | other |
| Dashboards | $\checkmark$ | $\checkmark$ | - |
| Dashboards Share | - | - | $\checkmark$ |
| $\checkmark$ Monitors | read | write | other |
| Monitors | $\checkmark$ | $\checkmark$ | - |
| Monitors Manage Downtimes | - | - | $\checkmark$ |

Roles > Create New Role
(1)

Role Details
Name
developer-access

2
Permissions
Privileged Access Standard Access Read Only Access
This permission gives you the ability to view and edit components in your Datadog organization that do not have explicitly defined permissions. This includes Notebooks, Events, and other non-Account Management functionality

Additional Permissions
$\checkmark$ Logs
$\checkmark$ Logs
Logs Read Index Data
Logs Modify Indexes
Logs Live Tail Access
Logs Write Exclusion Filters
Logs Write Pipelines
Log Write Processors

| E | Notebooks |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| \% | Logs | contact@kurianinc.us Kurian, Inc. |  |  |
| (1) | Security | Log Out |  |  |
| (\%) | UX Monitoring | Settings <br> Plan \& Usage <br> Configure SAML |  |  |
| ? | Help | New Organization |  |  |
| 18 | Team | APPEARANCE |  |  |
| $\%$ | contact@kuria... Kurian, Inc. | Theme Light | Dark | System |


|  |  |
| :---: | :---: |
| 14 | Watchdog |
| E | Events |
| $\cdots$ | Dashboards |
| ${ }_{*}$ | Infrastructure |
| (1) | Monitors |
| (\%) | Metrics |
| + | Integrations |
| 天 | APM |
| E | Notebooks |
| \% | Logs |
| (1) | Security |
|  | UX Monitoring |

## New Organization

## Create an Organization

You'll be able to switch between your organizations.
Organization Name
Production Environment|
©. UX Monitoring

| 戸 | APM | contact@kurianinc.us <br> Production Environment |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| E | Notebooks |  |  |  |  |
| -0 | Logs | Log Out |  |  |  |
| (1) | Security | Settings |  |  |  |
| (\%) | UX Monitoring | Plan \& Usage |  |  |  |
|  |  | Configure SAML |  |  |  |
|  |  | SWITCH ORGANIZATION |  |  |  |
|  |  | Q Filter organizations |  |  |  |
| ? | Help | Kurian, Inc. |  |  |  |
| 12 | Team | APPEARANCE |  |  |  |
| 3 | contact@kuria... Production Enviro | Theme | Light | Dark | System |


|  |  | Nameld Format |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | integrations | Attribute NameFormat |  |  |  |
| 宁 | APM | contact@kurlaninc.usKurian, inc. |  |  |  |
| E | Notebooks |  |  |  |  |
| \% | Logs | Log Out |  |  |  |
| (1) | Security | Settings |  |  |  |
| \% | UX Monitoring | Plan \& Usage |  |  |  |
| 3 | Help | Configure SAML |  |  |  |
| ${ }^{2}$ | Team | APPEARANCE |  |  |  |
| * | contact@kuria... Kurian, inc. | Theme | Ught |  |  |
|  |  |  |  | ctri | + $+0 p t+0$ |




## Additional Features


Integrations Marketplace APIs Agent Embeds
> API Keys
Your ApI keys are unique to your organization. An API key is required by the Datadog Agent to submit metrics and events to Datadog.
Application Keys have moved to the Teams page $\rightarrow$
Application keys, in conjunction with your org's API key, give you access to Datadog's programmatic APIs. Application Keys are associated with the
user account that created them and have the permissions of that user.
$>$ Events API Emails
Events API emails give you the ability to send events via email. Event API emails come in two flavors: plain text and JSON. Messages sent to a plain text
email will create an event using the message subject and body JSN emails, on the other hand, expect an event JSON request inside the message body and
will post an event based on the JSON request. See the Events section of our API docs $\mathbb{C}$ for details.

| contact@kurianinc.us |
| :--- | :--- |
| Kurian, Inc. |
| Log Out |
| Settings |
| Plan \& Usage |
| Configure SAML |
| switch organization |
| Q Filter organizations |
| Production Environment |
| New Organization |
| APPEARANCE |
| Theme |


| You can modify your subscription or inquire about your contract details by contacting us at success@datadoghq.com

## Subscription Summary

Plan Datadog Pro
Type Committed Monthly
Committed Monthly Total $\$ 18.00$ Billed based on actual usage
Payment Frequency Monthly
Start Date September 1, 2020

All (2) Infrastructure (3)

| Month-to-Date Usage |  |
| :---: | :---: |
| Infra Hosts | Containers <br> 6.00 |



## Overall Usage ©

$\downarrow$ Download as CSV




Chapter 5: Metrics, Events, and Tags





Type custom times like:
Relative
45 m .12 hours 10 d last month
this month yesterday today

Fixed
Oct 1 Oct 1 - Oct 2 10/1
10/1-10/2 4:00 pm - 10:00 pm
Unix timestamps
1681444791 - 1602049591

| 7d | Sep $\mathbf{2 9 , 1 1 : 0 0} \mathrm{pm}-\mathbf{0 c t} 6,11: 00 \mathrm{pm}$ |
| :---: | :--- |
| 15m | Past 15 Minutes |
| 1h | Past 1 Hour |
| 4h | Past 4 Hours |
| 1d | Past 1 Day |
| 2d | Past 2 Days |
| 7d | Past 7 Days |
| ( | Select from calendar.... |
| … | More |

View Docs

```
eave a status update.
.3 [Recovered on \{host:docker-desktop\}] [Auto] Clock in sync with NTP \#host:docker-desktop \#monitor Triggers if any host's clock goes out of sync with the time given by NTP. The offset threshold is configured in the Agent's ntp.yaml file. Please read the KB article on NTP Offset issues for more details on cause and resolution.
Please read the KB article on NTP Offset issues for more details on
The monitor was last triggered at Mon Mar 15 2021 04:00:22 UTC.
[Monitor Status] • [Edit Monitor] • [View docker-desktop] • [Show Processes]
Sun Mar 142021 21:53:25 GMT-0700 (Pacific Daylight Time)


\section*{contact@kurianinc.us}

The deployment of Web UI service has been completed
Sun May 022021 22:45:33 GMT-0700 (Pacific Daylight Time) • Add comment • Edit
[Recovered on \{host:docker-desktop\}] [Auto] Clock in sync with NTP \#host:docker-desktop \#monitor
Triggers if any host's clock goes out of sync with the time given by NTP. The offset threshold is configured in the Agent's ntp. yaml file. Please read the KB article on NTP Offset issues for more details on cause and resolution.
The monitor was last triggered at Mon Mar 152021 04:00:22 UTC.

\section*{Chapter 6: Monitoring Infrastructure}


\author{

}
no availability-zone 9 hosts

\begin{tabular}{c|cc} 
\% CPU utilized & 黄 \\
\(\square\) & \(\square\) & \(\square\)
\end{tabular}

\begin{tabular}{ccc} 
\% CPU utilized & \\
\(\square\) & \(\square\) & \(\square\) \\
0.1 & 18 & 37
\end{tabular}
field:metadata_platform:linux 8 hosts

linux 8 hosts


Aliases: ip-172-31-21-214.us-west-2.compute.internal, i-51368349
View host in: Dashboard | Networks | Processes | Containers


i-51368349
Aliases: ip-172-31-21-214.us-west-2.compute.internal, i-51368349
View host in: Dashboard Networks Processes Containers

\begin{tabular}{|c|c|}
\hline ث क & - Processes \\
\hline & Copy Cmd + + \\
\hline & Send snapshot... \\
\hline & Export to notebook \\
\hline & Declare incident \\
\hline & Download as PNG \\
\hline & Download as CSV \\
\hline
\end{tabular}



Load Averages 1-5-15《x 出

```

May 4, 2:11 pm (35 minutes ago)
0.24 system.load.1 {host:i-51368349}
0.06 system.load.5 {host:i-51368349}
0.06 system.load.15 {host:i-51368349}

```


May 4, 2:38 pm (14 minutes ago)
1.53G system.swap.free \{host:thomass-mbp-2.lan\}
1.69G system.swap.used \{host:thomass-mbp-2.lan\}

Overview Correlations \(\quad 1 \mathrm{~h}\) May 2, 10:58 pm-May 2, 11:58 pm \(\quad \mathrm{P}\)



Overview Correlations
1h May 2, 10:58 pm - May 2, 11:58 pm

\section*{Disk usage by device (\%)}
\(100 \frac{f u}{}\)
80

\begin{tabular}{llllcc} 
Tags & Metric & Avg & Min & Max & Sum \\
Value \\
device:/dev/loop0 & (system.disk.in_use * 100) & 100 & 100 & 100 & 18 K \\
\hline device:/dev/loop1 & (system.disk.in_use * 100) & 100 \\
\hline device:/dev/loop3 & (system.disk.in_use * 100) & 100 & 100 & 100 & 18 K \\
\hline device:/dev/looD4 & (svstem.disk.in use * 100) & 100 \\
\hline
\end{tabular}

\section*{Network traffic (bytes per sec)}

む



redis-server *:6379
Started about 5 hours ago Tue, Oct 20, 8:28:46 pm
\begin{tabular}{|l|l|l|}
\hline \begin{tabular}{l} 
HOST \\
i-021b5a51fbdfe237b
\end{tabular} & \begin{tabular}{l} 
USERNAME \\
uid:999
\end{tabular} & \begin{tabular}{l} 
PID \\
14296
\end{tabular} \\
\hline
\end{tabular}

ALL TAGS
host:i-021b5a51fbdfe237b command:redis-server docker_image:redis:2.8 image_name:redis image_tag:2.8 +2
FULL COMMAND


\section*{Chapter 7: Monitors and Alerts}
\begin{tabular}{|c|c|c|}
\hline (1) & Monitors & Manage Monitors \\
\hline \% & Metrics & Triggered Monitors \\
\hline \& & Integrations & New Monitor \\
\hline 「 & APM & Manage Downtime \\
\hline \(\Theta\) & Notebooks & \\
\hline -0 & Logs & Incidents NEW \\
\hline (1) & Security & New Incident \\
\hline ( \({ }^{\text {a }}\) & UX Monitoring & Introduction \\
\hline & Contact Support & SLOs \\
\hline ? & Help & New SLO \\
\hline 88 & Team & \\
\hline
\end{tabular}


\(\checkmark\) Set alert conditions

Trigger when the metric is below \(\nabla\) the threshold on average \(\nabla\) during the last 5 minutes \(\nabla\)
Alert threshold:
Warning threshold:
\(<500000000\)
\(<1000000000\) (476.84 MiB)

Alert recovery threshold:
>= Optional
Warning recovery threshold: >= Optional
Require - a full window of data for evaluation. ?
Note: We highly recommend you select "Do Not Require" for sparse metrics, otherwise some evaluations will be skipped.

Do not notify \(>\) if data is missing. ?
Note: we recommend the missing data window be at least \(2 x\) the evaluation period above
[Never] * automatically resolve this event from a triggered state. ©

Delay evaluation by 0 seconds ?

New Monitor / Metric



Every 10 minutes \(\geqslant\) renotify if the monitor has not been resolved ?

\section*{Escalation message}
OPreview Edit
Example Monitor Escalation Message:
CPU Load is still high, we need to fix this ASAP
To fix follow these steps
1....
2....
Notify: @ops-oncall @ops-backup @ops-chatroom, [Ops Guide](http://ops.myorg.com/guide)
Priority: P1 (Critical)

5 N Notify your team


\begin{tabular}{|c|c|c|c|c|}
\hline \(\square\) status & NAME \(\uparrow\) & TAGS & \multicolumn{2}{|l|}{4} \\
\hline \(\square\) ок & \multicolumn{3}{|l|}{Disk space on root disk on webserver is low} & ¢ \\
\hline \(\square\) ox & Storage is low on host \{\{host.name\}\} & monitor-type:infra & Clone & ¢ \\
\hline \(\square\) ox & \multicolumn{2}{|l|}{[Auto] Clock in sync with NTP} & - 2 & 色 \\
\hline
\end{tabular}
```

| -id*: 27e81898,
*name* : "Storage is low on host {{host.name}}",
"type": "metric alert"
"query* ; 'avg(last_5m) :avg:system.disk.free {host:i-021bSa51fbdfe237b,device_name:xvda1} < 5e0eeقee0*
"message": "{("is_warning)}\DWarning: The disk space is down to {{value}}. Reclaim to space on the partition.
\n{{/is_warning}} \n{(\#is_alert})\nCritical: The disk space is very low on the partition and it's down to {{value}}.
Reclaim space to avoid outage.\n{{/is_alert}} inPlease refer on-call run book for corrective action.In Infon-call-
tean@mycompany.con*
"tags": [
*monitor-type:infra
1.
*options": {
*notify_audit*: false
-locked}\mp@subsup{}{}{*}: false
*timeout_h": 0.
*nem_host_delay*: 300,
`require_full_window* : true.
*notify_no_data* : false,
*renotify_interval": 10
*escalation_message* ; **
"no_data_timeframe" : null,
*include_tags" : true,
*thresholds": {
*critical*: 500000000,
"warning*: 1000000000
}
}
}

```
\begin{tabular}{|c|c|}
\hline &  \\
\hline A & Watchdog \\
\hline 回 & Events \\
\hline \(\pm\) & Dashboards \\
\hline 8 & Infrastructure \\
\hline © & Monitors \\
\hline (\%) & Metrics \\
\hline * & Integrations \\
\hline 亏 & APM \\
\hline E & Notebooks \\
\hline \% & Logs \\
\hline (1) & Security \\
\hline \% & UX Monitoring \\
\hline © & Help \\
\hline 28 & Team \\
\hline * & contact@kuria.. Kurian, Inc. \\
\hline
\end{tabular}

STATUS SCOPE MONITORTAGS MONITOR END

\section*{1 Choose what to silence}
By Monitor Name \(\quad\) By Monitor Tags

Monitor:
Storage is low on host \(\{\) \{host.name \} \(\}\)
Group scope (optional, default all groups):

(3) Preview affected monitors \(\rightarrow\)

Schedule
One Time
Recurring
\begin{tabular}{lllll|} 
& & & \\
Start: & 2020/12/10 & 10:03 PM & © & Time Zone: \\
End: & America/Los_Angeles \\
\hline
\end{tabular}

3 Add a message
\begin{tabular}{|l}
\hline \multicolumn{1}{|c|}{ OPreview Markdown Formatting Help } \\
\begin{tabular}{l} 
Enter a short message here if you'd like one to accompany this downtime. You can \\
use the same '@handle' notation you're familiar with to send email notifications.
\end{tabular} \\
\hline
\end{tabular}
(4) Notify your team

Notify your services and your team members

\title{
Chapter 8: Integrating with Platform Components
}
\begin{tabular}{l|l} 
Integrations Marketplace APIs Embeds \\
\hline & Available \\
\hline Q Search for an integration...
\end{tabular}

Available


\section*{Nginx Integration}

Monitor connection and request metrics. Get more metrics with NGINX Plus.

\section*{available}
Overview Configuration Metrics Monitors

The Datadog Agent can collect many metrics from NGINX instances, including (but not limited to)::
- Total requests
- Connections (e.g. accepted, handled, active)

For users of NGINX Plus, the commercial version of NGINX, the Agent can collect the significantly more metrics that NGINX Plus provides, like:
- Errors (e.g. 4xx codes, 5xx codes)
- Upstream servers (e.g. active connections, \(5 x x\) codes, health checks, etc.)
- Caches (e.g. size, hits, misses, etc.)
- SSL (e.g. handshakes, failed handshakes, etc.)

\section*{Integrations}

\section*{nginx}

\section*{Available}

\section*{Nginx Integration}

Monitor connection and request metrics. Get more metrics with NGINX Plus.

NGINX Ingress Controller
nginx-ingress-controller
+ Available


Metrics Explorer
\begin{tabular}{l} 
Graph: \\
\hline nginx.net.connections \(\mathbf{x}\) \\
Over: \\
\hline role:proxy-server \(\mathbf{x}\) \\
\hline One graph per: \\
\hline Entire infrastructure \\
\hline On each graph, aggregate with the \\
\hline Average of reported values \\
\hline \& Options \\
\hline Export these graphs to: \\
\hline New dashboard Existing dashboard \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{3}{|l|}{ACIIVE Host name: i-006d45887174d086a} & 4x Mute Host & Open & Host Dashboard \(\square\) \\
\hline \& Linux v7.26.0 & \multicolumn{5}{|l|}{Aliases: ip-172-31-8-61.us-west-2.compute.internal} \\
\hline Host Info Metrics & Containers & Processes & Network & Logs & Security \\
\hline \multicolumn{6}{|l|}{Tags Q Search Tags} \\
\hline \multicolumn{6}{|l|}{\& Datadog Agent ?} \\
\hline \multicolumn{6}{|l|}{role:proxy-server host:i-006d45887174d086a} \\
\hline \multicolumn{6}{|l|}{2 User ?} \\
\hline \multicolumn{6}{|l|}{Edit Tags} \\
\hline Apps kurian nginx ntp & system & & & & \\
\hline
\end{tabular}

\section*{Chapter 9: Using the Datadog REST API}


\section*{API Keys}

Your API keys are unique to your organization. An API key is required by the Datadog Agent to submit metrics and events to Datadog.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Name & Key & Created by & Created at (UTC) & & \\
\hline tutorial & & contact@kurianinc.us & 2021-01-19 07:25:39 & Revoke & 3 \\
\hline \multirow[t]{2}{*}{kuriankey} & & contact@kurianinc.us & 2020-08-10 09:05:37 & Revoke & \% \\
\hline & & contact@kurianinc.us & 2020-05-07 22:51:26 & Revoke & 3 \\
\hline
\end{tabular}

\section*{New API key}
Create API Key


Leave a status update...
Post


Event from Datadog tutorial book \#application:pymonitor \#host:thomass-mbp-2.lan Hello World! My test program finally worked and posted an event! Sun Jan 242021 19:19:19 GMT-0800 (Pacific Standard Time) • Add comment


A new API key has been created. \#account \#audit
API key tutorial created by contact@kurianinc.us in org Kurian, Inc.
Mon Jan 182021 23:25:39 GMT-0800 (Pacific Standard Time) • Add comment
\begin{tabular}{l} 
Metrics Explorer \\
Graph: \\
\hline mycompany.orders.hourly_count x \\
\hline Over: \\
\hline Everything \\
\hline One graph per: \\
\hline Entire infrastructure \\
\hline On each graph, aggregate with the \\
\hline Average of reported values \\
\hline \& Options • \\
\hline
\end{tabular}


15 matching events from
Aggregate related events

. Posted hourly sales count \#fulfillment_type:download \#product:cute-game1 \#host:thomass-mbp-2.lan Hourly sales count has been queried from order fulfillment system and posted to Datadog for tracking.
Hourly Count: 14
Wed May 052021 00:15:25 GMT-0700 (Pacific Daylight Time) • Add comment
Posted hourly sales count \#fulfillment_type:download \#product:cute-game1 \#host:thomass-mbp-2.lan Hourly sales count has been queried from order fulfillment system and posted to Datadog for tracking.
Hourly Count: 16
Wed May 052021 00:14:52 GMT-0700 (Pacific Daylight Time) • Add comment
Posted hourly sales count \#fulfillment_type:download \#product:cute-game1 \#host:thomass-mbp-2.lan Hourly sales count has been queried from order fulfillment system and posted to Datadog for tracking. Hourly Count: 19
Wed May 052021 00:14:45 GMT-0700 (Pacific Daylight Time) • Add comment


\section*{Chapter 10: Working with Monitoring Standards}
\begin{tabular}{l} 
Metrics Explorer \\
Graph: \\
\hline snmp.sysUpTimeInstance \(\times\) \\
\hline Over: \\
\hline metrics-type:ubuntu-snmp \(\mathbf{x}\) \\
\hline integration:snmp \(\mathbf{~ x}\) \\
\hline hosti-021b5a51fbdfe237b \(\mathbf{x}\) \\
\hline One graph per: \\
\hline Entire infrastructure \\
\hline On each graph, aggregate with the \\
\hline Average of reported values \\
\hline
\end{tabular}

\begin{tabular}{l} 
Metrics Explorer \\
Graph: \\
\hline cassandra.load.count \(\times\) \\
\hline Over: \\
\hline host:i-006d45887174d086a \(\times\) \\
\hline One graph per: \\
\hline Entire infrastructure \\
\hline On each graph, aggregate with the \\
\hline Average of reported values \\
\hline * Options : \\
\hline
\end{tabular}



1 matching events from
\(\checkmark\) Aggregate related events


Leave a status update...

An event testing DogStatsD API \#event-source:dogstatsd-test \#host:thomass-mbp-2.lan
The DogStatsD API works fine! Just wanted to confirm it.
Wed May 052021 22:36:50 GMT-0700 (Pacific Daylight Time) . Add comment

\section*{Chapter 11: Integrating with Datadog}

No Images

\section*{Chapter 12: Monitoring Containers}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline F Q M & \(\Perp\) & \(\because\) & (1) & \& & 戸 & & \% & (1) & ( \({ }_{\text {\% }}\) & & \(\bigcirc\) & ? & 28 & & \(\%\) \\
\hline Host Map Infra & Infrastructure List & & Containers & & Processes & \multicolumn{3}{|r|}{Serverless} & \multicolumn{2}{|r|}{Network} & \multicolumn{2}{|l|}{LVE Mar 16, 1:01 am -} & \multicolumn{2}{|l|}{411} & \multirow[t]{2}{*}{+
\(\times\)} \\
\hline \multicolumn{15}{|c|}{\(0(0 \%)\) of your Agents are collecting process data. Add process collection to more Agents} & \\
\hline Q Search & & & Filter & & Select ta & & & & - & Group by & Group by tag & & & & \(\checkmark\) \\
\hline Select a resource (6) & \multicolumn{15}{|l|}{> Summary Graphs} \\
\hline 四 Containers & \multicolumn{2}{|l|}{\(\checkmark\) Hide Controls} & \multicolumn{6}{|l|}{Showing 1-1 of 1 matching container} & & & \% Display Options & \multicolumn{4}{|r|}{* Customize} \\
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
Pods NeW \\
Deployments NEW
\end{tabular}} & NAME & & \multicolumn{2}{|l|}{CPU \%} & \multicolumn{4}{|r|}{\(\downarrow\) RSS MEMORY} & TX & RX & status & \multicolumn{4}{|r|}{Started (AGO)} \\
\hline & 4 web & , & \multicolumn{2}{|l|}{} & \multicolumn{4}{|r|}{1 MB} & - & \multicolumn{2}{|r|}{- UP} & \multicolumn{4}{|r|}{1 day} \\
\hline
\end{tabular}
\begin{tabular}{|l|l|}
\hline \begin{tabular}{l} 
HOST \\
docker-desktop
\end{tabular} & \begin{tabular}{l} 
CONTAINER IMAGE \\
\(n g i n x\)
\end{tabular} \\
\hline
\end{tabular}

ALL TAGS
\begin{tabular}{|c|c|c|c|c|}
\hline container_id:53cd9cae287d & host:docker-desktop & docker_image:nginx:latest & image_name:nginx image_tag:latest & +1 \\
\hline \multicolumn{5}{|l|}{PROCESS LIST} \\
\hline COMMAND & & PID PPID & CPU \% & RSS I \\
\hline
\end{tabular}
Metrics Logs Traces Network


\section*{Q container_id:53cd9cae287de27... \(\mathbf{Q}\)}

5 indexed logs found




\section*{Q containeridi:76bffrb2a902914... \(Q\)}
\begin{tabular}{|l|l|}
\hline & \\
Use \(\square / \downarrow\) to view previous/next container & Open in Log Explorer \(\square\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline 5 Q il & \(\because 0\) & (1) & (\%) 4 & 亏 & \(E\) & \% & (1) & ( & & & \(\bigcirc\) & 3 & 21 & & * \\
\hline Live Tail & & & & & & & & & & 4 Live Tail & \(\checkmark\) & & Pause & & \(\approx\) \\
\hline \multicolumn{13}{|l|}{container_id:5d82b86ce78f8d0acd96681b38e62d16521196b258cdd6ff3602783dccadda04 \(\times\)} & & \(\boldsymbol{*}\) & </> \\
\hline \multicolumn{13}{|l|}{1 events/s, 100\% displayed} & \multicolumn{3}{|l|}{\% Options} \\
\hline \(\downarrow\) DATE & Host & SERVI... & \multicolumn{13}{|l|}{CONTENT} \\
\hline \| Mar 20 03:08:13.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6 - [20/Mar/2021:10:08:13 +0000] "GET /server-status?auto HTTP/1.1" 404196} \\
\hline 1 Mar 20 03:08:12.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6 - [20/Mar/2021:10:08:12 +0000] "GET /website_2 HTTP/1.1" 404196} \\
\hline | Mar 20 03:08:05.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6 - [20/Mar/2021:10:08:05 +0000] "GET /website_1 HTTP/1.1* 404196} \\
\hline 1 Mar 20 03:07:58.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6 - [20/Mar/2021:10:07:58 +0000] "GET /server-status?auto HTTP/1.1" 404196} \\
\hline \| Mar 20 03:07:57.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6-- [20/Mar/2021:10:07:57 +0000] "GET /website_2 HTTP/1.1" 404196} \\
\hline \| Mar 20 03:07:50.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6 - [20/Mar/2021:10:07:50 +0000] "GET /website_1 HTTP/1.1" 404196} \\
\hline \| Mar 20 03:07:43.000 & minikube & httpd & \multicolumn{13}{|l|}{> 172.17.0.6 - [20/Mar/2021:10:07:43 +0000] "GET /server-status?auto HTTP/1.1" 404196} \\
\hline | Mar 20 03:07:42.000 & minikube & httpd & \multicolumn{13}{|l|}{172.17.0.6 - - [20/Mar/2021:10:07:42 +0000] "GET /website_2 HTTP/1.1" 404196} \\
\hline
\end{tabular}


Chapter 13: Managing Logs Using Datadog





Define query ©

\(\square\) Calculate percentiles ©

2 Name ©
custom_http_duration


Filter your logs

\section*{Display all entries}
index: facet
source: facet
host: facet
service: facet
status: facet
kube_namespace: (Kubernetes Namespace) facet
@network.client.ip: (Client IP) facet
pod_name: (Pod Name) facet
SAVED VIEWS
Redis PID overview source:redis
Redis error and warning source:redis status:(error OR warn)
Redis patterns source:redis
NGINX status code evolution source:nginx
NGINX pages with error faced by bots source:nginx @http.useragent_details.browser.family:*bot* @http.status_code:[400 TO 599]
wildcard: hel* exclusion: -hello field search: service:service_a union: service:(service_a OR service_b)
Syntax Help ©
(1) Views

Q Filter your logs
Aggregate by \begin{tabular}{|l|l|l|}
\hline Fields & Patterns & Transactions \\
\cline { 2 - 3 } & & \\
\hline
\end{tabular}


Chapter 14: Miscellaneous Monitoring Topics



\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline 走 & Q A & 国 & \(凶\) & 8 & & （\％） & \＆ & \(\underset{\square}{7}\) & E & \％ 0 & \multicolumn{2}{|l|}{¢} \\
\hline 〒－ & Services & Trac & & \multicolumn{9}{|l|}{Profiles} \\
\hline \multicolumn{4}{|l|}{Service Map 1 Service \({ }^{\text {a }}\) 1h Past 1 Hour} & & & & & & & & & \\
\hline S List & \(\%_{0}^{\circ}\) Map & \multicolumn{3}{|l|}{Q Search services} & & Web & ＠DB & & Cache & \(f x\) Function & \multicolumn{2}{|l|}{（\％ustom} \\
\hline
\end{tabular}


\section*{New API Test}


\section*{Monitor uptime and availability}

Test your websites and APIs from several locations around the world to assess availability and uptime.


New Browser Test


\section*{Monitor key business flows}

Create step by step recordings of your key business flows to make sure they are meeting your performance goals from multiple locations around the world.
(1) \(\vee\) Choose request type
\begin{tabular}{|l|l|l|l|l|}
\hline HTTP & SSL & TCP NEW & DNS NEW & ICMP NEW \\
\hline
\end{tabular}
(2) \(\vee\) Define request
\begin{tabular}{ll|l|l|} 
Host & Port \\
\hline 34.209 .251 .67 & \(\{\{\) & 22 & \(\{\{\) \\
\hline
\end{tabular}

Name
Test access to SFTP server

Environment (env)


You don't have any Environment (env) tags!
Environment tags can help you organize your tests and your services.
+ Create New Env Tag
Additional Tags
Select or add related tags

1
4) \(\vee\) Select locations
- Managed Locations (2)
\(\square\) Americas (0)
-
Canada Central (AWS)
Asia Pacific (1)
Europe (1)N. California (AWS)
Mumbai (AWS)Frankfurt (AWS)Ohio (AWS) Seoul (AWS)Oregon (AWS)
Singapore (AWS)Ireland (AWS)

São Paulo (AWS)

Sydney (AWS)
Tokyo (AWS)

London (AWS)
Paris (AWS)
\(\square\) Stockholm (AWS)
(5) > Specify test frequency
(6) > Define alert conditions
(7) > Notify your team

Q Type to start searching

\(\checkmark\) Type
\(\nabla\) TCP Test 1
\(\checkmark\) Status
- اок \(\quad 1\) 100\%

\(\vee\) Region
\(\vee\) Tokyo (AWS)
\(\checkmark\) Paris (AWS) 1

\section*{\(\checkmark\) State \\ \(\checkmark\) Live}

OK Last ran Just now (Apr 10, 2021, 12:02 pm)

\section*{Port check on SFTP server}


TCP Test
ID: arj-vdn-isp
Created on Apr 10, 2021, 11:21 am by Contact Us Modified on Apr 10, 2021, 11:21 am by Contact Us

TAGS
You don't have any tags. Add tags to help organize your tests.

OVERVIEW Connect to 34.209.251.67:22 \(\checkmark\) from 2 locations every 1 minute 1 assertion has been configured:

Response Time should be less than 1000ms
\begin{tabular}{l|ll} 
CI/CD EXECUTION & Blocking \(\boldsymbol{\sim}\) & If this test fails, block the CI/CD pipeline \\
\hline MESSAGE & contact@contact@kurianinc.us
\end{tabular}

MESSAGE contact@contact@kurianinc.us
\(\checkmark\) History

Show All Locations
(1) \(\vee\) Set your test details

Starting URL
https://kurianinc.us
> Advanced Options

Name
Website user access from Europe
Environment (env)You don't have any Environment (env) tags!
Environment tags can help you organize your tests and your services.
+ Create New Env Tag
Additional Tags
Select or add related tags
Browsers \& Devices
\(\downarrow\) (9) Chrome \(\quad\) (3) Firefox BETA

Laptop Large
\(\nabla\)

Tablet
\(\nabla\)
Mobile Small

ALERT Last ran 5 mins ago (Apr 10, 2021, 12:36 pm)
Website access from Europe
 15 m Past 15 Minutes 4 II \(\boldsymbol{Q}\)

\begin{tabular}{|c|c|c|}
\hline F & APM & Security Home \\
\hline E & Notebooks & \\
\hline \% & Logs & Security Signals \\
\hline (1) & Security & Compliance Findings beta \\
\hline (\%) & UX Monitoring & Runtime Security Beta \\
\hline \(\bigcirc\) & Contact Support & Analytics \\
\hline ? & Help & Security Rules \\
\hline 8 & Team & Getting Started \\
\hline
\end{tabular}

\section*{(1) Security Monitoring}

\begin{tabular}{|c|c|c|c|c|c|c|}
\hline (1) Security Configu & ation Rules & & & & & + New Rule \\
\hline \multicolumn{6}{|l|}{Q Filter Rules} & \% Options \\
\hline \(\checkmark\) CORE & U Hide Controls 112 rules found & & & & & \\
\hline \(\checkmark\) Enabled & \(\uparrow\) RULE & TYPE & SEVERITY & SOURCE & SCOPE & \\
\hline \begin{tabular}{rr}
\(\nabla\) true & 109 \\
false & 3
\end{tabular} & \begin{tabular}{l}
Anomalous AWS user executed a com... \\
attack > TA0004-privilege-escalation
\end{tabular} & 三ool Log Detection & HIGH & \(\triangle\) cloudtrail & (c) ecs & - \\
\hline > Source & \multirow[t]{2}{*}{Anonymous Request Authorized} & \multirow[t]{2}{*}{OOL Log Detection} & \multirow[t]{2}{*}{INFO} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{kuber}} & \multirow[t]{2}{*}{} \\
\hline > Severity & & & & & & \\
\hline > Security & \multirow[t]{3}{*}{Apache HTTP requests from security ... attack > TA0001-initial-access >} & \multirow[t]{2}{*}{"®O Log Detection} & \multirow[t]{2}{*}{INFO} & \multirow[t]{2}{*}{f apache} & \multirow[t]{3}{*}{f apache} & \multirow[t]{3}{*}{} \\
\hline > Scope & & & & & & \\
\hline > Default & & & \multirow{3}{*}{HIGH} & \multirow{3}{*}{auth0} & & \\
\hline > Notification & \multirow[t]{2}{*}{\begin{tabular}{l}
Auth0 user authenticating from mult... \\
attack > TA0006-credential-access
\end{tabular}} & \multirow[t]{2}{*}{ÖO Log Detection} & & & \multirow[t]{2}{*}{} & \multirow[t]{2}{*}{} \\
\hline \(>\) Tag & & & & & & \\
\hline \(\checkmark\) WORKFLOW & \multirow[t]{2}{*}{\begin{tabular}{l}
Auth0 user logged in with a breached... \\
attack > TA0001-initial-access
\end{tabular}} & \multirow[t]{2}{*}{"O Log Detection} & \multirow[t]{2}{*}{MEDIUM} & \multirow[t]{2}{*}{auth0} & \multicolumn{2}{|r|}{\multirow[t]{2}{*}{(0)}} \\
\hline > Rule Type & & & & & & \\
\hline > Detection Method & AWS CloudTrail configuration modified compliance > cis-aws > cis-3.5 & EOO Log Detection & HIGH & cloudtrail & cloudtrai & il O \\
\hline
\end{tabular}```


[^0]:    4. Restart the Agent
