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English +

AWS Accounts Include

Visit aws.amazon.com/free for full offer terms

12 Months of Free Tier Access

Including use of Amazon EC2, Amazon 53, and Amazon DynamoDB

Create an AWS account

Email address

youremail@yourdomain.com

Password

Confirm password

AWS account name @

youra ccountname

| Continue

Sign in to an existing AWS account

Services Resource Groups ~ *

AWS services

~ Recently visited services

D 1am Billing

> All services

Build a solution

Get started with simple wizards and automated workflows.

@ Launch a virtual machine
With EC2

~2-3 minutes

Build a web app

With Elasiic Beanstalk
~B minutes

=

Route 53

Build using virtual servers

With Lightsail
~1-2 minutes

youraccount@youremail ~ Ohio ~

Support ~

Helpful tips

@ Manage your costs

Monitor your AWS costs, usage, and
reservations using AWS Budgets. Start now

Create an organization
Use AW

AWS Organizations for policy-based
management of multiple AWS accounts. Start
now

Explore AWS

Machine Learning with Amazon SageMaker
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Services Resource Groups ~ *

AWS services

|. database

Catabase Migration Service
Managed Database Migration Service

AWS AppSync
Real-Time Data Sync Using GraphQL for Mobile & Web Apps, Online or Offline

Amazon Redshift
Fast, Simple, Cost-Effective Data Warehousing

Data Pipeline
Qrchesfiration for Data-Driven Workflows

DynamoDB
Managed NoSQL Database

EMR
Managed Hadoop Framework
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Chapter 3: Managing AWS Security with
Identity and Access Management

Security Status — 1 out of 5 complete.
Delete your root access keys v
A Activate MFA on your root account v
A Create individual IAM users v
A Use groups to assign permissions v
A Apply an IAM password policy v
Security Status [ 1 out of 5 complete.
Delete your root access keys v
A\ Activate MFA on your root account ~

Activate multi-factor authentication (MFA) on your AWS root account to add another layer of protection to help keep your account
secure. Learn More

Manage MFA
A Create individual IAM users v
A Use groups to assign permissions v

A Apply an IAM password policy v




You are accessing the security credentials page for your AWS account. The account credentials provide unlimited
access to your AWS resources.

To help secure your account, follow an AWS best practice by creating and using AWS Identity and Access
Management (IAM) users with limited permissions.

Continue to Security Credentials Get Started with |AM Users

Don't show me this message again

Your Security Credentials

Use this page to manage the credentials for your AWS account. To manage credentials for AWS Identity and Access Management (IAM) users, use the IAM Console.

To learn more about the types of AWS credentials and how they're used, see AWS Security Credentials in AWS General Reference.

+ Password

- Multi-factor authentication (MFA)

‘You use MFA to increase the security of your AWS environments when you sign in to AWS websites. When MFA is enabled, you must provide a user name, password, and an authentication code from an
MFA device

Activate MFA

+ Access keys (access key ID and secret access key)
+ CloudFront key pairs
+ X.509 certificate
+ Account identifiers
Manage MFA device

Select the type of MFA device to activate:
® Avirtual MFA device

A hardware MFA device

For more information about supported MFA devices, see AWS Multi-Factor Authentication .




Manage MFA device

To activate a virtual MFA device, you must first install an AWS MFA-compatible application on the user's
smartphone, PC, or other device. You can find a list of AWS MFA-compatible applications here. After the application
is installed, click Next Step to configure the virtual MFA.

Don't show me this dialog box again.

Cancel Previous m

Manage MFA device

If your virtual MFA application supports scanning QR codes, scan the following QR code with your smartphone's
camera.

» Show secret key for manual configuration

After the application is configured, enter two consecutive authentication codes in the boxes below and choose
Activate virtual MFA.

Authentication code 1 123456

Authentication code 2 098765

Cancel Previous Activate virtual MFA




Security Status — 2 out of 5 complete.

Delete your root access keys v
Activate MFA on your root account v
A

A Create individual IAM users

Create |1AM users and give them only the permissions they need. Do not use your AWS root account for day-to-day interaction with
AWS, because the root account provides unrestricted access to your AWS resources. Learn More

Manage Users
A\ Use groups to assign permissions

A Apply an IAM password policy

c % 0

. EEme
Search IAM “4

Q Find users by username or access key

Dashboard Showing 0 results

Groups
Groups Access key age Password age Last activity MFA

User name ~
Users

- here are no IAM users. Learn more
Policies

Identity providers

Account settings

Credential report

Encryption keys




Add user o 2) (3) (3) (5

Set user details

‘fou can add multiple users at once with the same access type and permissions. Learn more

User name* | mynewuser

© Add another user

Select AWS access type
Select how these users will access AWS. Access keys and autogenerated passwords are provided in the last step. Learn more
Access type* Programmatic access

Enables an access key ID and secret access key for the AWS API, CLI. SDK, and
other development tools.

+|  AWS Management Console access
Enables a password that allows users to sign-in to the AWS Management Console.

Console password* Autogenerated password
® Custom password

learningaboutAWWS 1 5fun!

v Show password

Require password reset | User must creale a new password at next sign-in

* Required Cancel Next: Permissions.

Add user ’ ° 3) (4

~ Set permissions

) ) Copy permissions from Attach existing policies
:.-‘ G IEETI L dlh  cxisting user directly

6  Get started with groups
You haven't created any groups yet. Using groups is a best-practice way to manage users' permissions by job functions, AWS service
access, or your custom permissions. Get started by creating a group. Learn more

Create group

» Set permissions boundary




Create group x

Create a group and select the policies to be attached to the group. Using groups is a best-practice way to manage users' permissions by job functions, AWS service access, or your custom permissions. Learn more

Group name | Administrators

Create policy || < Refresh

Filter policies « Q search Showing 360 resuits
Policy name ~ Type Usedas  Description

Ca AdministratorAccess Job function Provides full access 1o AWS services and resources. -
O » AlexaForBusinessDeviceSetup AWS managed Provide device setup access to AlexaForBusiness services

> AlexaForBusinessFullaccess AWS managed None Granis full access (o AlexaForBusiness resources and access (o related AWS Services

4 AlexaForBusinessGatewayExecution AWS managed None Provide gateway execution access to AlexaForBusiness services

» AlexaForBusinessReadOnlyAccess AWS managed None Provide read only access to AlexaForBusiness services

» AmazonAP|GatewayAdministrator AWS managed None Provides full access 1o create/edit/delete APIS in Amazon API Gateway via the AWS Management Console.

> ‘AmazonARIGatewaylnvokeFullAccess AWS managed None Provides full access o invoke APIs in Amazon API Gateway.

» AmazonAPIGatewayPushToCloudwatchLogs AWS managed one Allows API Gateway to push 1ogs 10 User's account

» AmazonAppStreamFullAccess AWS managed None Provides full access to Amazon AppStream via the AWS Management Console.

(CLED N Create group

Add user ’ o 3) (a

+ Set permissions

b

%, Add user to group @ Copy permissions from E Attach existing policies

Ml existing user directly

Add user fo an existing group or create a new one. Using groups is a best-practice way to manage user's permissions by job functions. Learn more

Add user to group
Create group < Refresh

Q search Showing 1 result

Group - Attached policies

v  Administrators AdministratorAccess




Add user 1 2 ° 4 5
Add tags (optional)

1AM tags are key-value pairs you can add to your user. Tags can include user information, such as an email address,
or can be descriptive, such as a jobtitle. You can use the tags to organize, track, or control access for this user. Learn more

Key Value (optional) Remove

You can add 50 more tags.

Cancel Previous Next: Review




Add user

Review

1 2

o -

Review your choices. After you create the user, you can view and download the autogenerated password and access key.

User details

User name

AWS access type
Console password type
Require password reset

Permissions boundary

Permissions summary

mynewuser

Programmatic access and AWS Management Console access
Custom

Yes

Permissions boundary is not set

The user shown above will be added to the following groups.

Type Name
Group Administrators
Managed policy IAMUserChangePassword

Cancel Previous




Add user 12 s °

® Success
You successfully created the users shown below. You can view and download user security credentials. You can also email users
instructions for signing in to the AWS Management Console. This is the last time these credentials will be available to download. However,
you can create new credentials at any time.

Users with AWS Management Console access can sign-in at: hitps://194495343937 .signin.aws.amazon.com/console

& Download .csv

User Access key ID Secret access key Email login instructions
» & mynewuser AKIAIVYQJPWLFIDTHAZA oo Show Send email (2
Close
Security Status @IS 4 out of 5 complete.
Delete your root access keys v
Activate MFA on your root account v
Create individual IAM users v
Use groups to assign permissions v

Apply an IAM password palicy A

>

Use a password policy to require your IAM users to create strong passwords and to rotate their passwords regularly. Learn More

Manage Password Policy




+ Password Policy

Successfully updated password policy.

A password policy is a set of rules that define the type of password an IAM user can set. For
more information about password policies, go to Managing Passwords in Using IAM.

Modify your existing password policy below.

Minimum password length: |15

Require at least one uppercase letter @

Require at least one lowercase letter €@

Require at least one number @

Require at least one non-alphanumeric character @

Allow users to change their own password €

R ORJRE®

Enable password expiration €

Password expiration period (in days): 15

Prevent password reuse @

Number of passwords to remember: |10

Password expiration requires administrator reset €@

Delete password policy

Ky

<)




Security Status

G S out of 5 complete.

Delete your root access keys v
Activate MFA on your root account v
Create individual IAM users v
Use groups to assign permissions v
Apply an IAM password policy v
Dashboard Q, Find users by username or access key Showing 1 result
Groups
User name « Groups Accesskeyage Password age Lastacnvny MFA
:::: mynewuser Administrators Q Yesterday Yesterday None Not enabled
Policies

Identity providers
Account settings

Credential report

Encryption keys




Users » mynewuser

Summary )

User ARN arn:aws:iam:: 194495343937 user/mynewuser (]
Path i
Creation time 2018-09-21 13:.01 EDT

Permissions Groups (1) Security credentials Access Advisor

» Permissions policies (2 policies applied)

© Add inline policy

Policy name Policy type
Attached directly
» WF |AMUserChangePassword AWS managed policy x
Attached from group

Show 1 more

» Permissions boundary (not set)

Users » mynawuser

Summary 7

User ARN arn:aws:iam:: 194495343937 user/mynewuser
Path /
Creation time 2018-09-21 13:01 EDT

Permissions Groups (1) Security credentials Access Advisor
Add user to groups
Group name « Attached permissions

Administrators Administratorfcoess x




Users > mynewuser
Summary Delete user | | @

User ARN arn:awsiam: 019659645260 user’/mynewuser eﬂ
Path I

Creation time 2019-01-24 15:08 UTC+0530

Permissions Groups (1) Tags Security credentials Access Advisor

Sign-in credentials

Summary « Console sign-in link: hitps:/fte-books_signin.aws.amazon.com/console

Console password Enabled (never signed in) | Manage
Assigned MFA device Not assigned | Manage

Signing certificates None &

Access keys

Use access keys to make secure REST or HTTP Query protocol requests to AWS service APIs. For your protection, you should never share your secret keys
with anyone. As a best practice, we recommend frequent key rotation. Leamn more

Create access key

Access key ID Created Last used Status

AKIAIWPEUHCSHAG46BMQ 2019-01-24 15:06 UTC+0530 N/A Active Make inactive x

SSH keys for AWS CodeCommit

Use SSH public keys to authenticate access to AWS CodeCommit repositories. Leam more
Upload S5H public key

S5H key ID Uploaded Status

Create access key

Access key ID Created Last used Status

AKIAIXNXFQKDAME453KQ 2018-09-23 10:51 EDT A Active | Make inactive b 4

AKIANYQJPWLFIDTHAZA 2018-09-21 13:01 EDT MNIA Inactive | Make active »




4 Create New Group Group Acticns ~ = E=] e

Dashboard Showing 1 results
Groups
[:J Group Name % Users Inline Policy Creation Time %
Users
Roles () Administrators 1 2018-09-21 12:54 EDT
Policies

Identity providers
Account settings

Credential report

Encryption keys

IAM = Groups = Administrators

+ Summary

Group ARN: arn:aws:iam:: 194495343937 group/Administrators £
Users (in this group): 1

Path: !

Creation Time: 2018-09-21 12:54 EDT

Users Permissions Access Advisor

Access advisor shows the service permissions granted to this group and when those services were last accessed. You can use this information to revise your policies. Leam
more

Note: Recent activity usually appears within 4 hours. Data is stored for a maximum of 365 days, depending when your region began supporting this feature. Learn more

Filter: Nofilter » Showing 104 resuits
Service Name 2 Policies Granting Permissions Access by Members Last Accessed =
Amazon GameLift AdministratorAccess Not accessed in the tracking period

AWS Certificate Manager AdministratorAccess Not accessed in the tracking period




Roles

What are IAM roles?

= [AM user in another account

+ Users from a corporate directory who use identity federation with SAML

Additional resources:

« |AM Roles FAQ

« IAM Roles Documentation

« Tutoriak Setting Up Cross Account Access

« Common Scenarios for Roles

1AM roles are a secure way to grant permissions to entities that you trust. Examples of entities include the following:

« Application code running on an EC2 instance that needs to perform actions on AWS resources

« An AWS service that needs to act on resources in your account to provide its features

1AM roles issue keys that are valid for short durations, making them a more secure way to grant access.

Create role

Select type of trusted entity

EC2, Lambda and others il r£clo o you or 3rd

Allows AWS services to perform actions on your behalf. Learn more

Choose the service that will use this role

EC2
Allows EC2 instances to call AWS services on your behalf.

Lambda
Allows Lambda functions to call AWS services on your behaif.

AP| Gateway CodeDeploy EMR

AWS Support Config ElastiCache

AppSync DMS Elastic Beanstalk
Anplication Auto Scalina Data Lifecvcle Manaaer Elastic Container Service
* Required

.“i AWS service @  Another AWS account @ Web identity

loT

Kinesis

Lambda

Lex

AML 2.0 fed

eration

I corporate

Rekognition
83
SMS

SNS




Create role

~ Attach permissions policies

Choose one or more policies to attach to your new role.

Create policy

Filter policies Q dynamo

Policy name «

» W AmazonDynamoDBFullAccess

» W AmazonDynamoDBFullAccesswithDataPipeline

-

» BF AmazonDynamoDBReadOnlyAccess

» NE AWSApplicationAutoscalingDynamoDBTableP. ..

-

» NP AwsSLambdaDynamoDBExecutionRole

> 7] AWSLambdalnvocation-DynamoDB

Description

R

~
L

Showing 7 results

Provides full access to Amazon Dynamo...
Provides full access to Amazon Dynamo...
Provides read only access to Amazon Dy...
Policy granting permissions to Applicatio

Provides list and read access to Dynamo...

Provides read access to DynamoDB Sire...

Y BE nunamanRDanlicatinnCansiraDalaDalica Ahlnna Darmiccinne ranuirad by NunamanR fiar
* Required Cancel Previous Next: Review
Create role 1) (2 o
Review

Provide the required information below and review this role before you create it

Role name”

Role description

Trusted entities

Policies

Permissions boundary

* Required

EC2-DynmoDB-Full

Use alphanumeric and '+=,.@-_" characters. Maximum &4 characters.

Allows EC2 instances to call AWS services on your behalf.

Maximum 1000 characters. Use alphanumeric and '+=_@-_' characters.

AWS service: ec2.amazonaws.com

Policies not attached

Permissions boundary is not set

Cancel




Search |AM

Dashboard
Groups
Users
Roles

I Policies
Identity providers
Account settings

Credential report

Encryption keys

Policies > AdministratorAccess

Summary
Policy ARN arn:aws:iam::aws:policy/AdministratorAccess £
Description Provides full access to AWS services and resources.
Permissions Policy usage Policy versions Access Advisor
Policy summary | [1JSON ‘ | @ |
i {
"Version": "2012-18-17",
2 "Statement™: [
v {
"Effect": o
"Action":
"Resource":
}
1
}

P

read-only €

Identity
Provider

~
________________________ .
c 1
7
U
! 3
| = |
! I
e/ X (
0%0, X Amazon S3 Amazon I
I DynamoDB :
! I
! I
. AWS Services )
Assume Role
- J
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Chapter 4: Networking with the Virtual
Private Cloud
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Customer
Gateway
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Customer Network
New York

EC2 Instances
VPC Subnet 1
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Virtual
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EC2 Instances
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Amazon VPC J Gateway Customer Network
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Internet gateway

172.16.0.0

Route table 172.16.1.0

s 28

Network ACL
(subnet 1)

)

Virtual private gateway

172.16.0.0

dbprdicsilen | Route table

Network ACL
(subnet 2)

)

Security group

& »
< Ld

Instance Instance
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2001:db8:1234:1a00::/64 (IPv6)

N

J

Security
group

Security
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Instance Instance
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N J

VPC
10.0.0.0/16 (IPv4)
2001:db8:1234:1a00::/56 (IPv6)




| vPC Dashboard
Filter by VPG:
Q SelectaVPC

Launch VPC Wizard Launch EC2 Instances

Note: Your Instances will launch in the US East (Ohio) region.

Resources by Region & Refresh Resources

Service Health

Current Status Details

@ Amazon EC2 - US East (Ohio) Service is operating normally

Virtual Private

Cloud You are using the following Amazon VPC resources
Your VPCs

VPCs 1 Nat Gateways
Subnets See all regions See all regions «
Route Tables
Internet Gateways Subnets 3 VPC Peering Connections
Egress Only Intemet See all regions ~ See all regions ~
Gateways
DHCP Options Sets Route Tables 1 Network ACLs

See all regions ~ See all regions ~
Elastic IPs
Endpoints

Internet Gateways 1 Security Groups
Endpoint Services See all regions + See all regions +
NAT Gateways
Peering Connections Egress-only Internet Gateways 0 Customer Gateways

See all regions ~
Security

DHCP options sets
See all regions ~

Network AGLs

Security Groups -

See all regions «

Virtual Private Gateways
See all regions ~

View complete service health details

Account Attributes

Resource ID length management

Additional Information

VPC Documentation
All VPG Resources
Forums

Report an Issue

VPN Connections

Amazon VPC enables you to use your own isolated resources within the AWS cloud,
and then connect those resources directly to your own datacenter using industry-
standard encrypted IPsec VPN connections

Create VPN Connection

Step 1: Select a VPC Configuration

VPC with a Single Public
Subnet

VPC with Public and

Private Subnets
Creates:

VPC with Public and

Private Subnets and

Hardware VPN Access
apply.)

VPC with a Private Subnet

Only and Hardware VPN

Access

A /16 network with two /24 subnets. Public subnet instances use Elastic IPs
to access the Intemnet. Private subnet instances access the Internet via
Network Address Translation (NAT). (Hourly charges for NAT devices

In addition to containing a public subnet, this configuration adds a private
subnet whose instances are not addressable from the Internet. Instances in
the private subnet can establish outbound connections to the Internet via 308, etc.
the public subnet using Network Address Translation (NAT).

Internet, S3,

DynamoDB, SNS,

Amazon Virtual Private Cloud

Public Subnet Private Subnet




VVPC Dashboard
Filter by VPC:
Q selecta VPC

Virtual Private
Cloud

Your VPCs
Subnets

Route Tables
Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints

Endpoint Services
NAT Gateways

Peering Connections

Create VPC Actions v

Q Search VPCs and their propet %

Name - VPCID

vpc-f3b18e8b

4

Select a VPC above

~ State

available

IPv4 CIDR

172.31.0.0/16

IPvé CIDR




Create VPC x

AVPC is an isolated portion of the AWS cloud populated by AWS objects, such as Amazon EC2
instances. You must specify an IPv4 address range for your VPC. Specify the IPv4 address range as a
Classless Inter-Domain Routing (CIDR) block; for example, 10.0.0.0/16. You cannot specify an |Pv4
CIDR block larger than /16. You can optionally associate an Amazon-provided IPv6 CIDR block with the
VPC.

Name tag  my-custom-vpc (i )
IPv4 CIDR block* | 10.0.0.0/16] (i
IPv6 CIDR block*  ® No IPv6 CIDR Block o

) Amazon provided IPv6 CIDR block
Tenancy @ Default L]

Subnets > Create subnet

Create subnet

Specify your subnet's IP address block in CIDR format; for example, 10.0.0.0/24. IPv4 block sizes must be between a /16 netmask and /28 netmask, and
can be the same size as your VPC. An IPv6 CIDR block must be a /64 CIDR block.

Name tag = custom-subnet-1 i)
VPC*  vpc-0da86bd591e92d236 ~ O
VPCCIDRs  cipr Status Status Reason
10.0.0.0/16 associated
Availability Zone | us-east-2a - O
IPv4 CIDR block* = 10.0.1.0/24 (i ]

* Required cancel m




Internet gateways > Create internet gateway

Create internet gateway

An internet gateway is a virtual router that connects a VPC to the internet. To create a new internet gateway specify the name for the gateway below.

Name tag [ my-new-igw (i ]
* Required cancel m
Create internet gateway Actions ~
JEEE— o0 0
Delete internet gateway
Q Filter by tags and attributed 1to 2 of 2
Attach to VPC
Name - Na ~ State VPC -
Add/Edit Tags
B  my-new-igw detached -
igw-d2bb63ba attached vpc-f3b18e9b

Internet gateways > Attach to VPC

Attach to VPC

Aftach an internet gateway to a VPC to enable communication with the internet. Specify the VPC you would like to attach below.

VPC* | vpc-0da86bd591e82d236

» AWS Command Line Interface command

* Required

- 0




Create Route Table Delete Route Table

Q Search Route Tables and thei X

c @ 0

1 to 2 of 2 Route Tables

Name «  Route Table ID + Explicitly Associal* Main - VPC
rtb-a0ccObch 0 Subnets Yes vpc-f3b18e8b
- rtb-Oedebab6f67efd 0 Subnets Yes vpc-0da86bd591e92d236 | my-custo
4 »
rtb-0ede6ab56f6 7ef5d55 | — =l
Summary Routes Subnet Associations Route Propagation Tags
View: | Allrules v
Destination Target Status  Propagated
10.0.0.0M16 local Active No
Create Route Table x

A route table specifies how packets are forwarded between the subnets within your VVPC, the Internet,

and your VPN connection.

Name tag | publid

i)

VPC

vpc-0dad86bd591e92d236 | my-custom-vpe v (i ]




rtb-0ede6a56f67ef5d55 [ [ e [ |
Summary Routes Subnet Associations Route Propagation Tags
Cancel m
View: Allrules
Destination Target Status  Propagated Remove
10.0.0.0/16 local Active No
0.0.0.0/0 | No (%]
Add another route igw-0210059e60a99b7ad | my-new-igw
eigw-09e0d48170cfb994f
rtb-04aa97a6b0bdec7ba | public =]
Summary Routes Subnet Associations Route Propagation Tags
Cancel m
Associate = Subnet IPv4 CIDR IPv6é CIDR = Current Route Table
v subnet-020f3b9fc85a242a3 | custom-subnet-1  10.0.1.0/24 - Main
L4 subnet-0de3f5a11ef9e3745 | custom subnet2 10.0.2.0/24 - Main
subnet-0a3fd50a1a407abe6 | private-subnet-1 10.0.100.0/24 - Main
subnet-0805e881e154a1cha | private-subnet-2  10.0.101.0/24 - Main




Create subnet Actions ~
[ Grestesubnet | o0 o

Delete subnet

Q Filter by tags a S 1to 7 of 7
Modify auto-assign IP settings o Semm o | YEE - IPv4 CIDR
[ ] T i aon available  vpc-0da86bd591e92d236 ...  10.0.1.0/24
Edit route table association available  vpc-0dag86bd591e92d236 ...  10.0.101.0/24
Add/Edit Tags available  vpc-0da86bd591e92d236 ...  10.0.100.0/24
custom subnet2 subnet-0de3f5a11ef9e3745 available  vpc-0dag86bd591e92d236 ...  10.0.2.0/24
subnet-512bef1d available vpc-f3b18e9b 172.31.32.0/2C
subnet-adf468d7 available vpc-f3b18e9b 172.31.16.0/2C
subnet-c06d4ba8 available  vpe-f3b18e8b 172.31.0.0/20

Subnets > Modify auto-assign IP settings

Modify auto-assign IP settings

Enable the auto-assign IP address setting to automatically request a public IPv4 or IPv6 address for an instance launched in this subnet. You can override
the auto-assign IP settings for an instance at launch time.

Subnet ID subnet-020f3b9fc95a242a3

Auto-assign IPv4 ¥ Enable auto-assign public IPv4 address €

* Required Cancel




Create DHCP options set x

Dynamic Host Configuration Protocol (DHCP) provides a standard for passing configuration information
to hosts on a TCP/IP network. The options field of a DHCP message contains configuration parameters.

Name tag custom.domain (1]

Specify at least one of the following configuration parameters
Domain name  custom.local (]

Domain name servers | 172.16.100.1, 172.16.100.2, 10.20.10.5, 10.30.10.5 €)
NTP servers | 172.16.100.50, 172.16.100.51 (3]
NetBIOS name servers | 172.16.100.1, 172.16.100.2, 10.20.10.5, 10.30.10.5 €

NetBIOS node type |2 i)

Addresses > Allocate new address

Allocate new address

Allocate a new Elastic IP address by selecting the scope in which it will be used

¥ AWS Command Line Interface command

You can perform the same actions on this page by using the AWS Command Line Interface (CLI) tools. Learn more about the AWS CLI tools

Platform Linux/Unix/OS X A i ]
CLI command aws ec2 allocate-address --domain "vpc" --region us-east-2 1]

P

Copy to clipboard

* Required Cancel [AIGLEC




Endpoints = Create Endpoint

Create Endpoint

AVPC endpoint allows you to securely connect your VPC to another service.
An interface endpoint is powered by PrivateLink, and uses an elastic network interface (ENI) as an entry point for traffic destined to the service.
A gateway endpoint serves as a target for a route in your route table for traffic destined for the service.
Service category © AWS services
Find service by name
Your AWS Marketplace services
Service Name Select a service €

; o
Q) Filter by attributes 1to 33 of 33
Service Name Owner Type
COm.amazonaws.us-east-2 Kinesis-streams amazon Intertace .
com.amazonaws.us-east-2 kms amazon Interface
com.amazonaws.us-east-2 logs amazon Interface
com.amazonaws.us-east-2. monitoring amazon Interface
com.amazonaws.us-east-2.s3 amazon Gateway
com.amazonaws.us-east-2. sagemaker.api amazon Interface
com.amazonaws.us-east-2. sagemakerrun...  amazon Interface
com.amazonaws.us-east-2. sagemakerrun...  amazon Interface
com.amazonaws.us-east-2.secretsmanager amazon Interface
com.amazonaws.us-east-2_servicecatalog amazon Interface
com.amazonaws.us-east-2.sms amazon Interface
com.amazonaws.us-east-2.sms-fips amazon Interface
com.amazonaws.us-east-2.sns amazon Interface
com.amazonaws.us-east-2.5qs amazon Interface
com.amazonaws.us-east-2.ssm amazon Interface
com.amazonaws.us-east-2 ssmmessages amazon Interface
VPC* | vpc-Obal24184a47albde -~ C O

Q vpc-Oba124184a47a0bde

* Required Cancel [MwEEET] L
v 7abbde ).0.0.0/16 ny-custom-vpc




Cloud

Your VPCs
Subnets

Route Tables
Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints

Endpoint Services
NAT Gateways

Peering Connections

Security
Network ACLs

Security Groups

VPN Connections
Customer Gateways

Virtual Private
Gateways

VPN Connections

Create Network ACL ol ©

Q, Search Network ACLs and the X 1 to 2 of 2 Network ACLs
Name +  Network ACL ID * Associated With ~ Default ~ VPC
acl-a7a045cc 3 Subnets Yes vpc-f3b18e9b
- acl-05a0d3e5c0513cf 4 Subnets Yes vpe-0da86bd591e92d236 | my-cu
4 »
acl-05a0d3e5¢0513cf3b [l =
Summary Inbound Rules Outbound Rules Subnet Associations Tags

Allows inbound traffic. Because network ACLs are stateless, you must create inbound and outbound rules.

View:  Allrules M
Rule # Type Protocol Port Range  Source  Allow/Deny
100 ALL Traffic ALL ALL 00.0.0/0 ALLOW
" ALL Traffic ALL ALL 00.0.0/0 DENY




Cloud

Your VPCs
Subnets

Route Tables
Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints

Endpoint Services
NAT Gateways

Peering Connections

Security
Network ACLs

Security Groups

VPN Connections
Customer Gateways

Virtual Private
Gateways

VPN Connections

Create Security Group Security Group Actions v

Filter All security groups ¥ (QQ Search Security Groups and t/ %

Name tag 4  Group D = Group Name

- 50-0343f098c...  default
sg-33aZdase default

4

5$0-0343f098¢ce6f19337
Summary Inbound Rules Outbound Rules
Type Protocol Port Range  Source
ALL Traffic ALL ALL 5g-03431098ce6f19337

> | VPC

vpc-0da86bd591e92d236 | ..
vpc-f3b18e9b

Tags

Description

c &% 0

1 to 2 of 2 Security Groups

Description

default VPC security
default VPC security
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EC2 Dashboard
Events

Tags

Reports

Limits

Instances

Launch Templates

Resources ¢ Account Attributes
You are using the following Amazon EC2 resources in the US East (Ohio) region: Supporied Platforms

0 Running Instances 0 Elastic IPs vee

0 Dedicated Hosts 0 Snapshots Default VPC

0 Volumes 0 Load Balancers vpc-f3b18e9b

0 Key Pairs 2 Security Groups

0 Placement Groups

Resource ID length management
Console experiments

Spot Requests e :
- % | Additional Information

Reserved Instances ’ Learn more about the Iatest in AWS Compute from AWS re:invent 2017 by viewing the EC2 Videos

Dedicated Hosts Getting Started Guide
- Create Instance Documentation

- All EC2 Resources
AMIs To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance Forums
Bundle Tasks
Contact Us
Note: Your instances will launch in the US East (Ohio) region
Volumes AWS Marketol
N arketpliace
Snapshots Service Health ¢ Scheduled Events S P
Lifecvcle Manaaer Find free software trial products in the AWS

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 1: Choose an Amazon Machine Image (AMI)
An AMI is a template that contains the software configuration (operating system, application server, and applications) required to launch your instance. You can select an AMI provided by AWS, our
user community, or the AWS Marketplace; or you can select one of your own AMIs

Q Search for an AMI by entering a search term e g. "Windows"

Quick Start
My AMIs
AWS Marketplace

Community AMIs

[ Free tieronly (i)

Amazon Linux

Free tier eligible:

Amazon Linux

Free tier eligible:

3

SUSE Linux
tier eligible

Cancel and Exit

11to 36 of 36 AMIs

Amazon Linux AMI 2018.03.0 (HVM), SSD Velume Type - ami-Ocd3dfa4e37921605

The Amazon Linux AMI is an EBS-backed, AWS-supported image. The default image includes AWS command line tools,
Python, Ruby, Perl, and Java. The repositories include Docker, PHP, MySQL, PostgreSQL, and other packages.

Root device type: ebs  Virtualization type: hvm
Amazon Linux 2 AMI (HVM), SSD Volume Type - ami-04328208f4f0cf1fe (64-bit x86) / ami-
OccB848dfaad2172af (B4-bit Arm)

Amazon Linux 2 comes with five years support. It provides Linux kernel 4.14 tuned for optimal performance on Amazon EC2,
systemd 219, GCC 7.3, Glibc 2.26, Binutils 2.29 1, and the latest software packages through extras

Root device type: ebs  Virtuslization type: hvm

SUSE Linux Enterprise Server 15 (HVM), SSD Volume Type - ami-0eb9f58db2285418f

SUSE Linux Enterprise Server 15 (HVM), EBS General Purpose (SSD) Volume Type. Public Cloud, Advanced Systems
Management, Web and Scripting, and Legacy modules enabled

Root device type: ebs  Virtuslization type: hvm

64-bit (x86)

® G4-bit (x86)
2 64-bit (Arm)

64-bit (x86)




1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 2: Choose an Instance Type

Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have varying combinations of CPU, memory,
storage, and networking capacity, and give you the flexibility to choose the appropriate mix of resources for your applications. Learn more about instance types and how they can meet your
computing needs.

Filter by:  Allinstance types Current generation v  Show/Hide Columns

Currently selected: 12 micro (Variable ECUs, 1 vCPUs, 2.5 GHz, Intel Xeon Family, 1 GiB memory, EBS only)

IPv6
—~ EBS-Optimized
E=nEy i Tie i vCPUs (D) ~| Memory(GIB) Instance S’lgrage[GE) i » pi \rnl/zi i Network Psirfonnance St o

” (1] Available (i) (i -

B . - iU
General purpose 2.nano 1 05 EBS only - Low to Moderate Yes
s ELLEE 1 1 EBS only - Low to Moderate Yes
General purpose 1 2 EBS only - Low to Moderate Yes
General purpose 12.medium 2 4 EBS only - Low to Moderate Yes
General purpose 2 large 2 8 EBS only - Low to Moderate Yes.
General purpose 12 xlarge 4 16 EBS only - Moderate Yes,

Cancel Previous Review and Launch Next: Configure Instance Details

2. Choos

3. Configure Instance 4, Add Stor

Step 3: Configure Instance Details
Configure the instance to suit your requirements. You ean launch multiple instances from the same AMI, request Spot instances to lake advantage of the lower pricing, assign an access management rale ta the instance, and
more.

Number of instances | Launch into Auta Scaling Group (i
Purchasing option | Request Spot Instances
Metwork (] | vpc-2azfagae [default) 2| C Croate new VPG
Subnet | | No praterence (detault subnet in any Avallability Zon § Create new subnet

Auto-assign Public IF

| Use subnet setting (Enable) B

Placement group | Add Instance to placement group,
IAM role  { | Nene 4] € cCreate new 1M role
Shutdown behavior | [ Stop 3

Enable termination protection

Protect against accidental termination

Manitoring

Enabla Cloudwatch detalled monitoring
Additional charges apply.

Tenancy | Shared - Run a shared hardware instance §




1.Ghoose AMI 2. Choose Irstance Type 3. Gonfigure

4. ndo Storage 5, Add Tags 6. Configure Securlty Group 7. Review

Step 4: Add Storage

our instance will be launched with the following starage device sattings. You can attach additional EBS volumes and instance store uolumes 1o your instance, or
adit tha settings of the root volume. You can also attach additional EBS volumes after launching an instance, but not instance store volumas. Learn more about
storage options in Amazon EC2.

Delete on
Volume Type (i Device (i sSnapshot i Size (GIB) (i Volume Type (i 10PS (i E::f ."’i"" Termination Encrypted (i
) T
Foot fdevixvaa snap-UB916900003T0aZ2T B General Furpase SSD (g02) $ 100/3000 NA MOt Encrypted
fgevisdb ase-Insensit B General Purpose SSD (gp2) + 100/3000 MR 0 MotEnenpt v | 69
Add New Volume
Fres tier eligible customers can get up to 30 GB of EBS General Purpose (SS0) or Magnetic storage. Leamn more about free usage tier eligibility and
usage restrictions.
1. Choosa AN 2. Choose Instance Typs 3. Caonfigure Instance 4. Add Storage 5. Add Tags . Configure Security Group 7. Review

Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both.
Tags will be applied to all instances and wolumes. Learmn more about tagging your Amazon EC2 resources.

Key (127 charactars maximum) Valua (255 characters maximum) Instances (i Valumes i
Mame mynewhost 8 [ ]
Add another tag {Up 10 50 tags maximum)

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web
server and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below.
Learn more about Amazon EC2 security groups.

Assign a security group: ®Create a new security group

(D 8elect an existing security group

Security group name: ‘SSHAccess ‘
Description: ‘Iaunc h-wizard-6 created 2019-01-17T12:53:49.330+05:30 ‘
Type (i) Protocol (i) Port Range (i source (i) Description (i)

22 | Custom v |[0.0.0.0/0 | leg SSHforAdminDeskiop | €

Add Rule

A Wamning

Rules with source of 0.0.0.0/0 allow all IP addresses to access your instance. We recommend setting security group rules to allow access from known IP addresses only.

Cancel | Previous Review and Launch




1. Choose AMI

2. Choose Instance Type

3. Configure Instance 4. Add Storage 5. Add Tags

Step 7: Review Instance Launch

Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process.

6. Configure Security Group

7. Review

A Improve your instances' security. Your security group, 555 Access, is open to the world.
Your instances may be accessible from any P address. We recommend that you update your security group rules to allow access from known |P addresses only.
‘You can also open additional ports in your security group to facilitate access to the application or service you're running, e.g., HTTP (80) for web servers. Edit security groups

~ AMI Details

~ Instance Type
Instance Type

2m

~ Security Groups

Security group name
Description

Type (i

SSH

Amazon Linux AMI 2018.03.0 (HVM), S$SD Volume Type - ami-0cd3dfade37921605

[l he Amazon Linux AMI is an EBS-backed. AWS-supported image. The default image includes AWS command line tools, Pythen, Ruby, Perl, and Java. The repositories include
Docker, PHP, MySQL, PostgreSQL, and other packages

Root Device Type: ebs  Virtualization type: hvm

ECUs VvCPUs Memory (GIB) Instance Storage (GB)
Variable 1 1 EBS only
838 Access

launch-wizard-6 created 2019-01-17T12:53:49 330+05:30

Protocol (i Port Range (i)

TCP 22

Edit AMI

Edit instance type

EBS-0 Per
- Low to Moderate

Edit security groups
Source (i) Description (i)

0.0.0.0/0




A key palr consists of a public ey that AWS stores, and a private key Tlke that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance, For Linux AMIs, the private kay file allows you to

gacuraly S5H inta your instance.

Mote: The selacted key palr will be added to the et of Keys authorized for this Instance. Learn maons
about removing existing key pairs from a publc AN,

Create a new key pair H
Kay pair name

Download Key Pair

ou have to download the private key file [*.pam file) belore you can continue. Store
it in a secure and accessible location. You will not be able to download the file
aqain after it's created.

Cancel _aunc istanc

Select an existing key pair or create a new key pair X

Launch Status

& Yourinstances are now launching

The following instance launches have been initiated: -03841084che01453a

EC2 Dashboard

Events

- LR Connect | Actions v
il iov e

Tags Q Filter by tags and attributes or search by keyword [-) 1to150f 15
Reporis — ) ’
Name ~ Instance ID 4 Instance Type ~ Availability Zone ~ Instance State ~ Status Checks ~ Alarm Status Public DNS (IPv4) ~  |Pvd Public IP
Limits
B mynewhost -000a259f3a1b8094c7 2 micro us-east-2c. @ running & 272 checks None ‘d‘ ©c2-15-222-240-243 us. 18222240 243
=] INSTANCES
10040323729824c661  12.nano Us-east2a @ stopped None -
| Instances
1007524875924cebB3  2.nano Us-east 26 @ stopped None -

Launch Templates







Chapter 6: Handling Server Traffic with
Elastic Load Balancing

aWST Services Resource Groups -
EC2 Dashboard Launch Instance v Actions v
Events
Tags
Reports
P Name Instance ID Instance Type Availability Zone Instance State =
Limits
webserverl i-06db9b050dbf3d037  t2.micro us-gast-1a @ running
webserver2 i-0f431099b2f4a78a2 12 micro us-gast-1f @ running
Instances
EE_S, Services ~ Resource Groups ~ *

Scheduled Instances Create Secunity Group WETELER

Q Filter by tags and attributes or

AMIs
Bundle Tasks Name Group ID 4 Group Name VPC ID Description
sg-03dc368dffdd68a2c SSH Access vpc-Sfdafdig SSH Access Security Group For Tutorial
Volumes sg-038464db472de2d9 elb tutorial vpc-9fdafdfe elb tutorial
Snapshots sg-0b56e974 default vpc-Sfdafdf9 default VPC security group

Lifecycle Manager

Security Groups

Elastic IPs




Create Security Group

Security group name | | Open Port 80
Description (j ELB Tutorial
VPC (] vpc-9fdafdfa (default) M
Security group rules:
Inbound Outbound
Type (i Protocol (i Port Range (i source (i Baen LD
SSH v TCP 22 Anywhere v ||0.0.0.0/0, ::/0 €.g. SSH for Admin Desktop
HTTP v |tce 80 0.0.0.0/0, =10 e.g. SSH for Admin Deskiop
Add Rule

b

Launch Instance v Connect Actions ~

Connect

Q Filter by tags and attributes or searcl

Launch More Like This Availability Zone ~ Instance State « Status Checks -

Name + Instance ID
Instance State
B webserverl i-06db9b050db . us-gast-1a @ running & 2/2 checks ...
Instance Settings
webserver2 i-0f431099b274 Image us-gast-1f @ running & 2/2 checks ...

CloudWatch Monitoring Attach Network Interface

Disassociate Elastic IP Address
Change Source/Dest. Check
Manage IP Addresses




Change Security Groups X

Instance ID:i-06db9b050dbf3d037
Interface 1D:eni-074f0cbad6b3204ca

Select Security Group(s) to associate with your instance

Security Group ID Security Group Name Description
= 50-0b56e974 default default VPC security group
=) 50-0318464db472de2d9 elb tutorial elb tutonal
[+ 50-032d87341a8106e4b Open Port 80 ELB Tutorial
= s0-03dc368difddesae SSH Access S3H Access Security Group For Tutorial

el Assign Security Groups

Launch Instance w Connect Actions v

Q Filter by tags and attributes or search by keyword

Name = Instance ID ~ Instance Type -~ Awvailability Zone -~ Instance State +« Status Checks ~
B  webserverl i-06db9b050dbf3d037 2 .micro us-east-1a @ running & 22 checks ...
webserver? i-0f431099b2f4a78a2 {2 .micro us-east-1f @ running & 2/2 checks ...

Instance: || i-06db9b050dbf3d037 (webserver) Elastic IP: 52.0.148.57

Description Status Checks Monitoring Tags

Instance ID  -06db9b050dbf3d037
Instance state  running
Instance type  t2.micro
Elastic IPs ~ 52.0.148.57"
Availability zone  us-east-1a
Security groups ~ Open Port 80 . view inbound rules . view outbound rules
Scheduled events  No scheduled events

AMIID  amzn-ami-hvm-2018.03.0.20180811-x86_64-gp2 (ami-0ff8a91507f77f867)




Ik 52014857

0 Menu
<

og
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C

Hello from webserverl

o0 m Y Q
Filter
Mame

|| 52.0.148.57

Metwork

i= = [ Groupbyframe | [ Preserve log [ Disable cache | [
[] Hide data URLs [I1] | XHR J5 5SS Img Media Font Doc WS Man

®  Headers Previey Response  Timing
¥ General

Request URL: http://52.8.148.57

Request Method: GET

Status Code: @ 220 0K

Remote Address: 52.8.143.57:58

Console Sources Memory  Application

Referrer Policy: no-referrer-when-downgrade

m

¥ Response Headers




O Menu | BB 52014857 * | [ 18.235.114.51 X +

( G‘ 88 @Nutsecue 18.235.114.51

Hello from webserver?

[w ﬂ Elements MNetwork Consocle  Sources Performance Memory Application
® O®  mw ¥ Q | View I= = [ Groupbyframe | [J Preserve log [ Disable cache

Filter (] Hide data URLs (]| XHR IS €SS Img Media Font Doc WS M
| 20 ms 40 s &0 ms 20 me 100 ms 120 s 140 s 160
Mame ®  Headers Preview Response  Timing

B 1823511451 ¥ General

Request URL: http://18.235.114.51/
Request Method: GET

Status Code: @ 208 0K

Remote Address: 18.235.114.51:80

Referrer Policy: no-referrer-when-downgrade

¥ Response Headers view source




EWST Services v Resource Groups ~ *

S - Create Load Balancer [ = i
. ..:,_'_' il .1

SECLUR

Security Groups Q Filter by tags and attributes or search by keyword

Elastic IPs
Name «  DNS name

Placement Groups
Key Pairs

Metwork Interfaces

Load Balancers

Target Groups Select a load balancer

=] AUTO SCALING




Select load balancer type

Elastic Load Balancing supports three types of load balancers: Application Load Balancers, Network Load Balancers (new), and Classic Load Balancers
Choose the load balancer type that meets your needs. Learn more about which load balancer is right for you

Application Load Balancer

Choose an Application Load Balancer when you need a flexible feature set for your web
applications with HTTP and HTTPS traffic. Operating at the request level, Application Load
Balancers provide advanced routing and visibility features targeted at application
architectures, including microservices and containers.

Learn more =

Network Load Balancer

Choose a Network Load Balancer when you need ultra-high performance and static IP
addresses for your application. Operating at the connection level, Network Load Balancers
are capable of handling millions of requests per second while maintaining ulira-low latencies

Learn more =

Classic Load Balancer

PREVIOUS GENERATION

for HTTP, HTTPS, and TCP

Choose a Classic Load Balancer when you have an existing application running in the EC2-
Classic network.
Learn more >




1. Define Load Balancer 2. Assign Security Groups 3. Configure Security Setfings 4_ Configure Health Check

Step 1: Define Load Balancer
Basic Configuration

This wizard will walk you through setting up a new load balancer. Begin by giving your new load balancer a unigue name so that
you can identify it from other load balancers you might create. You will also need to configure ports and protocols for your load
balancer. Traffic from your clients can be routed from any load balancer port to any port on your EC2 instances. By default,
we've configured your load balancer with a standard web server on port 80.

Load Balancer name: |TutoriaI—AWS—ELEl |
Create LB Inside: | My Default VPC (172.31.0.0/16) v|

Create an internal load balancer: [ (what's this?)
Enable advanced VPC configuration: [

Listener Configuration:

Load Balancer Protocol Load Balancer Port Instance Protocol Instance FPort
HTTP v a0 | HTTP v 0 | o
Add

Cancel Next: Assign Security Groups




1. Define Load Balancer 2. Assign Security Groups 3. Configure Security Setfings 4. Configure Health Check

Step 2: Assign Security Groups
You have selected the option of having your Elastic Load Balancer inside of 2 VPC, which allows you to assign security groups
to your load balancer. Please select the security groups to assign to this load balancer. This can be changed at any time.

Assign a security group:  ® Create a new security group

) Select an existing security group

Security group name: |A|Iow HTTP |
Description: |Allow HTTP access to the server |
Type (i Protocol (i) Port Range (i Source (i)
[CustomTCPFv| [TCP . Jso | [custom v||0.0.0.0/0
Add Rule
4 [

Cancel Previous Next: Configure Security Settings

1. Define Load Balancer 2. Assign Security Groups 3. Configure Security Settings 4. Configure Health Check

Step 3: Configure Security Settings

A Improve your load balancer's security. Your load balancer is not using any secure
listener.
IT your traffic to the load balancer needs to be secure, use either the HTTPS or the SSL protocol for your front-
end connection. You can go back to the first step to add/configure secure listeners under Basic Configuration
section. You can also continue with current settings.

Cancel Previous Next: Configure Health Check




1. Define Load Balancer 2. Assign Security Groups 3. Configure Security Settings 4. Configure Health Check

Step 4: Configure Health Check

Your load balancer will automatically perform health checks on your EC2 instances and only route traffic to instances that pass
the health check. If an instance fails the health check. it is automatically removed from the load balancer. Customize the health
check to meet your specific needs.

Ping Protocol HTTP v
Ping Port 80

Ping Path Jindex_html

Advanced Details

Response Timeout (i) 5 seconds
Interval (i) 30 seconds
Unhealthy threshold (7) 2 v
Healthy threshold () 10 v

Cancel Previous Next: Add EC2 Instances

1. Define Load Balancer 2. Assign Security Groups 3. Configure Secunty Seffings 4. Configure Health Check 5. Add EC2 Instances

Step 5: Add EC2 Instances

The table below lists all your running EC2 Instances. Check the boxes in the Select column to add those instances to this load balancer.

VPC vpc-92468eea (172.31.0.0/16)

B Instance +  Name ~ State *  Securityg- Zone +  Subnet ID ~  Subnet CIDR ~

B -0605b9dd1f902e217 webserver2 @ running launch-wiz...  us-wesi-2b subnet-dce2cias 17231 16.0/20
B -0ari913cfaeTiald webserver! @ running launch-wiz...  us-wesi-2b subnet-dce2ciadb 172.31.16.0/20

Availability Zone Distribution
2 instances in us-west-2b
¢/ Enable Cross-Zone Load Balancing |

¢/ Enable Connection Draining i) 300 |seconds

Cancel | Previous Next: Add Tags




1. Define Load Balancer

Step 6: Add Tags

2. Azsign Security Groups

Apply tags to your resources to help organize and identify them.

3. Configure Secunty Seftings

4. Configure Health Check 5. Add ECZ Instances

Atag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver. Learn
more about tagging your Amazon EC2 resources.

Key

[application |
I |

Create Tag

Value

|webserver

Cancel | Previous Review and Create

1. Define Load Balancer

Step 7: Review

2. Assign Security Groups

Please review the load balancer details before continuing

* Define Load Balancer

Load Balancer name:
Scheme:

Tutarial-AWS-ELB
internat-facing

3. Configure Securty Seltings

Port Configuration: 80 (HTTP) forwarding to 80 (HTTP)

¥ Configure Health Check

Ping Target:
Timeout:

Interval:

Unhealthy threshold:
Healthy threshold:

¥ Add EC2 Instances

Cross-Zone Load Balancing:
Connection Draining:
Instances:

¥ VPC Information
VPC:

HTTP:80/index_html
5 seconds

30 seconds

2

10

Enabled
Enabled, 300 seconds

4. Configure Health Check 5. Add ECZ Instances

Edit load balancer definition

Edit health check

Edit instances

i-0605b9dd1f902e217 (webserver2), i-0a7ff913cf397fald (webserver1)

voc-92468eea

Edit subnets

-

Previous Create

Cancel




Load Balancer Creation Status

®@  Successiully created load balancer
Load balancer Tutorial-AWS-ELB was successfully created.
Note: It might take a few minutes for your load balancer to be fully set up and ready to route traffic, and for the targets to complete the registration process and pass the ini

health checks

=) IMA
Create target grou| Actions v
|
Bundle Tasks Q Filter by tags and attributes or search by keyword
- @ | Name ~ | Port ~ Protocol ~ Target type ~  Load Balani- VPCID ~ | Monitoring ~
Volumes @  Webserver-Target-Group 80 HTTP instance Tutorial-A.. vpc-9fdafdfd .

snapshots

Lifecycle Manager

Target group: | Webserver-Target-Group

&

Security Groups Description Targets Health checks Monitoring Tags
Elastic IPs

Placement Groups Basic Configuration

Key Pairs Name ( . ) Webserver-Target-Group
Network Interf: -
stworicinieriaces ARN (i) arm:aws:elasticloadbalancing-us-east-1:890722620077 targetgroup/Webserver-Target-Group/87c80d3b5802146d il
=) LOAD BALANCING Protocol (i)  HTTP
Load Balancers -
Port (j) 80
Target Groups -
Target type | , ] instance
=) AUTO ING
VPC (1) vpc-9fdafdfg

Target group: | Webserver-Target-Group
Description Targets Health checks Monitoring Tags

The load balancer starts routing requests to a newly registered target as soon as the registration process completes and the target passes the initial health checks. If demand on your targets increases, you can register additional targets. If
decreases, you can deregister targets.

‘ None of these Availability Zones contains a healthy target. Requests are being routed to all targets.

Registered targets

Instance ID Name Port Availability Zone Status
i-0f431099b2i4a78a2 webserver2 80 us-east-1f initial (j)
i-06db9b050dbf3d037 webservert 80 us-east-1a initial (j)




Create target group [T 110004

Q Filter by tags and attributes or search by keyword

@  Name +| Port ~| Protocol -~ Targettype ~ | Load Balani-  VPC ID ~ | Monitoring ~

@  Webserver-Target-Group 80 HTTP instance TutoriakA . vpc-Sidafdi [ ]

Target group: | Webserver-Target-Group
Description | Targets | Healthchecks | Monitoring | Tags

The load balancer starts routing requests to a newly registered target as Soon as the registration process completes and the target passes the initial health checks. If demand on your targets increases, you ¢an register additional targets. If demand
decreases, you can deregister targets.

Registered targets

Instance ID Name Port Availability Zone status
1-01431099b2/4a78a2 webserver? 80 us-gast-1f healthy (i
-06db9b050dbf3d037 webserverl 80 us-east-1a healthy (i

Availability Zones

Availability Zone Target count Healthy?
us-east-1f 1 Yes
us-east-1a 1 Yes

Create Load Balancer Actions v

Q Filter by tags and attributes or search by keyword

B Name «  DNS name -~ State - VPCID

B Tutorial-AWS-ELB Tutorial-AWS-ELB-1353523 .. active vpc-9fdafdf

Load balancer: | Tutorial-AWS-ELB

Description Listeners Monitoring Tags

Basic Configuration

Name: Tutoria-AWS-ELB <

ARN: am:aws:elasticloadbalancing us-east-1:89072262007 7 loadbalancerfapp/Tutorial-AWS-
ELB/38d1b5b83d63d847 (7]

DNS name: Tutorial-AWS-ELB-1353523812 us-east-1.elb.amazonaws.com Eﬂ
(A Record)

Scheme: internet-facing

Type: application




O Menu | BB tutorial-aws-elb-12535220 X | +

4 C BB | & Notsecure 3Mazonaws.com

Hello from webserverl

[ ﬂ Elements Metwork  Conscle  Sources Performance Memory  Application Security Audits

® ® ®m Y Q | View == ™ [ Groupbyframe [ Preservelog [ Disable cache | [ Offline Online v

Filter [[] Hide datz URLs w XHR J5 C55 Img Media Font Deoc W3S Manifest Other
20 ms 40 me 60 ms B0 ms 100 ms 120 ms
MName X Headers Preview Response  Timing

B tutorial-aws-elb-1353523812.u... [SRSN

Request URL: http://tutorial-aws-elb-1353523812.us-east-1.elb.amazonaws.com
Request Method: GET

Status Code: @ 208 OK

Remote Address: 52.7.86.17:80@

Referrer Policy: no-referrer-when-downgrade

* Response Headers View source




O Menw | BB tutorial-aws-elb-13535230 X | 4+

4 C B8 | © Motsecure 3Mazonaws.com

Hello from webserver2

[w ﬂ Elements MNetwork  Conscle  Scources Performance Memory  Application Security Audits

® ©® W ¥ Q View = = [ Groupbyframe | [ Preserve log [ Disable cache | [ Offline Online A

Filter [ Hide data URLs @ XHR 15 €55 Img Media Font Doc WS Manifest Other
20ms 40 ms 60 ms B ms 100 ms 120 ms
Mame X  Headers Preview Response Timing

B tutorial-aws-elb-1353523812.u... [N

Request URL: http://tutorial-aws-elb-1353523812.us-east-1.elb.amazonaws . com
Request Method: GET

Status Code: @ 288 OK

Remote Address: 52.7.86.17:8@

Referrer Policy: no-referrer-when-downgrade




awsT Services source Groups ~
EC2 Dashboard Create Load Balancer |STICRS
Events 1

Tags Filter by tags and attrib
o O. Edit subnets

Reports @ | Name Edit IP address type

~ State - | VPCID
Limits

B Tutoria-AWS-ELB ELB-1353523. .. active Vpe:

Edit security groups
D

Instances

Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts

Scheduled Instances
Load balancer: | Tutorial-AWS-ELB
IMAGE

AMIs

w

Description Listeners Monitoring Tags
Bundle Tasks
Basic Configuration

Name:  TutoriaFAWS-ELB ¢(®

Volumes

s hot ARN: arn:aws elasticloadbalancing:us-east-1:890722620077 loadbalancer/app/Tutorial-AWS-
fapshots ELB/38d 1050830630847 (7]

Lifecycle Manager .
DNS name: Tutorial-AWS-ELB-1353523812 us-gast-1.elb.amazonaws.com 2]

R (A Record)
Security Groups Scheme: internet-facing
Elastic IPs Type: application
Placement Groups Availability subnet-50a0205c - us-east-1f,
. Zones: subnet-dea05d96 - us-east-1a
Key Pairs
Network Interfaces Edit availability zones

Load Balancers Security




awg Services Resource Groups *

ECZ Dashboard
Events

Tags

Reports

Limits

INSTANCES
Instances

Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts
Scheduled Instances
IMAGE
AMIs

w

Bundle Tasks

IC BLOCK
L BLUCK

Volumes
Snapshots

Lifecycle Manager

Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

LUAD BALANCING

Load Balancers

Target Groups

Create target group [JiF-Ys (],
4

Edit health check
Q) Filter by tags and at e ©

Register and deregister targets

e Name Edit attributes

B Webserver-Target-

Target group: Webserver-Target-Group
Description Targeis Health checks
Basic Configuration

Name

ARN
Protocol
Port
Target type
VPC

Load balancer

Attributes

Deregistration delay

Protocol ~ Target type

HTTP instance

Monitoring Tags

Webserver-Target-Group

am:.aws elasticloadbalancing:us-east-
HTTP

80

instance

vpC-gfdafdfa

300 seconds




Chapter 7: Understanding Simple Storage
Service and Glacier

* Amazon S3 — -

] Discover the new console & Quick tips

‘ Q Search for buckets

+ Create bucket 0 Buckets (¢ ) O Regions =

You do not have any buckets. Here is how to get started with Amazon S3.

we X0

Create a new bucket Upload your data Set up your permissions

g%
|

By default, the permissions on an object are

BUCK?;S aratehglfbally :Jnlqge:ontalnersssfor A‘I;I.er i,rouf create a IDucKeL yc:]u tcan up(ljoadrslfour private. but you can set up access control
everything that you store in Amazon objects (for example, your photo or video files). policies 1o grant permissions to others.
Learn more Learn more Learn more

Get started




Create bucket
@ Name and region @ Configure options
Name and region

Bucket name

685684-mynewbucket

Region

US West (Oregon)

Copy settings from an existing bucket

You have no bucketsO Buckets




Create bucket X

@ Name and region @ Configure options @ Set permissions @ Review

Properties

Versioning

Keep all versions of an object in the same bucket.

Server access logging

Log requests for access to your bucket.

Target bucket

685684-mynewbucket v

Target prefix

Tags
You can use tags to track project costs.

+ Add another

Object-level logging

B Record object-level API activity using AWS CloudTrail for an additional cost. See
4 or

Default encryption




Create bucket X

@ Name and region @ Configure options @ Set permissions @ Review
sy

Log requests for access to your bucket. ]

Target bucket

685684-mynewbucket v

Target prefix

685684 -target

Tags

You can use tags to track project costs.

2y
685684 project-tags b 4

< Add another

Object-level logging
B Record object-level API activity using AWS CloudTrail for an additional cost. See
4 or -«

Default encryption
B Automatically encrypt objects when they are stored in S3.

Management

CloudWatch request metrics

B Monitor requests in your bucket for an additional cost. See 4 or




Create bucket

@ Name and region @ Configure options @ Set permissions @ Review

Note: You can grant access to specific users after you create the bucket.
Public access settings for this bucket

Use the Amazon S3 block public access settings to enforce that buckets don't allow public access to data.
You can also configure the Amazon 53 block public access settings at the account level. 7

Manage public access control lists {ACLs) for this bucket

Il Block new public ACLs and uploading public objects (Recommended)
Il Remove public access granted through public ACLs (Recommended)

Manage public bucket policies for this bucket
I Block new public bucket policies (Recommended)

Block public and cross-account access if bucket has public policies {Recommended)

Manage system permissions

Do not grant Amazon 53 Log Delivery group write access to this bucket w




Create bucket

@ Name and region @ Configure options @ Set permissions

Name and region

Bucket name

Options

Versioning

Server access logging
Tagging

Object-level logging
Default encryption

CloudWatch request metrics

Permissions

Users
Public permissions

System permissions

Create bucket




Amazon 33 »  685684-mynewbucket

Properties Permissions
Public access settings Access Control List Bucket Policy
CORS configuration
Bucket policy editor ARN: arn:aws:s3:::685684-mynewbucket
Type to add a new policy or edit an existing policy in the text area below. Cancel Save
1
2 "wersicn™: "2812-18-177,
E “statement®: [
4 i
5 "sid": "PublicReadGetobject”,
6 "Effect”: "Allow",
7 "Principal™: "#*",
8 "action": "s3:Getobject”,
9 "RESOUMCE": “Arn:aws:s3::ie85ess-mynewbucket) ="
18 1
11 |
12
‘ 3 Discover the new console ¢ Quick tips

‘ Q, Search for buckets

+ Create bucket

Bucket name 1= Access @ 7=
© 685684-mynewbucket " Public ]

* Objects might still be publicly accessible due to object ACLS. Learn more

1 Buckets 1 (GIEED 1 Regions

Region 1= Date created 7=

Oct 23, 2018 9:14:45 PM

US West (Oregon) GMT20700




Amazon S3 > 685684-mynewbucket

Overview

US West (Oregon) &

X Upload 4+ Create folder

Actions ~ ‘ Versions m Show

This bucket is empty. Upload new objects to get started.

e —

N ° &=

Upload an object Set object properties Set object permissions
Buckets are globally unique containers for everything that you  After you create a bucket, you can upload your objects (for By default, the permissions on an object are private, but you
store in Amazon S3. example, your photo or video files). can set up access control policies to grant permissions to
others.
L
2arm more Learn more LTS

Get started

Upload

@ Select files @ Set permissions @ Set properties

1 Files Size:201.0B Target path: 685684-mynewbucket

index.html
201.0B




Amazon S3 > 685684-mynewbucket

Management

Overview

‘ Q, Type a prefix and press Enter to search. Press ESC to clear.

X Upload 4+ Create folder ‘ Actions ~ Versions m Show US West (Oregon) &
Viewing 1 to 1
L] Name 1= Last modified 1= Size 1= Storage class =

] [@ indexhtml Oct 23, 2018 9:25:42 PM GMT+0700 201.0B Standard

Viewing 1 to 1




Amazon S3 > 685684-mynewbucket

iIndex.html [ atest version «

Open Download Download as Make pubilic Copy path

Owner
Stan

Last modified
Oct 23, 2018 9:25:42 PM GMT+0700

Etag
3e465c7733b8110c681839a2ae87987a

Storage class
Standard

Server-side encryption
None

Size
201

Link
https://s3-us-west-2.amazonaws.com/685684-mynewbucket/index.html




& & @ https://s3-us-west-2.amazonaws.com/685684-mynewbucket/index.html

Everyone loves AWS!

markocloud.com

Upload X

@ Select files @ Set permissions @ Set properties @ Review

1Files Size: 64.4 KB Target path: 685684-mynewbucket

B AWS Certified Logo jpg
= -64.4KB




Amazon 53 > B85684-mynewbucket

AWS_Certiﬁed_Logo.j PJ Latest version w

Open Download Download as Make public Copy path

Owner
Stan

Last modified
Oct 23, 2018 10:56:02 PM GMT+0700

Etag
17ba17538dbal524ba3ccIcs73f0d30b

Storage class
Standard

Server-side encryption
None

Size
65967

Link
hitps://s3-us-west-2 amazonaws.com/685684-mynewbucket/AWS _Certified_Logo. jpg




Amazon 53 » 685684-mynewbucket

index.html Laest version

A Oct23, 2018 11:01:03 PM GMT+0700 (Latest version) Standard &, Til]

[A Oct 23,2018 9:23:01 PM GMT+0700 Standard & Tl

Owner
Stan

Last modified
Oct 23, 2018 11:01:03 PM GMT+0700

Etag
b69fa08acT 12b2c8af5d9b05953cfalb

Storage class
Standard

Server-side encryption
None

Size
209

Link
https://s3-us-west-2 amazonaws.com/685684-mynewbucket/index. htmi




0 Menu Lhttps:;,-’si-us-west-lama: x| +

4 C B & aMazZoNaws.com

Evervone loves AWS!

g0 AT

Amazon S3 > 685684-mynewbucket

_ Public

Overview Management

Lifecycle ‘ Replication ‘ ‘ Analytics ‘ ‘ Metrics ‘ ‘ Inventory

+ Aad lifecycle rule

There is no lifecycle rule applied to this bucket.
Here is how to get started.

-~
[+

Use lifecycle rules to manage your objects Automate transition to tiered storage Expire your objects
“You can manage an object's lifecycle by using a lifecycle rule, which defines Lifecycle rules enable you to automatically transition objects to the Standard - Using a lifecycle rule, you can automatically expire objects based on your
how Amazon S3 manages objects during their lifetime. IA andfor to the Amazon Glacier storage class retention needs or clean up incomplete multipart uploads.
Learn more Learn more

Get started




Lifecycle rule

@ Name and scope @ Transitions @ Review

Enter a rule name

6585684-glacier

Add filter to limit scope to prefix/ftags

Type to add prefix/tag filter




Lifecycle rule

@ Name and scope @ Transitions

Configure transition

Current version || Previous versions

For current versions of objects

Object creation Days after creation

Transition to Amazon Glacier after  ~ X




Lifecycle rule

@ Name and scope @ Transitions @ Expiration

Configure expiration

Current version Previous versions

Expire current version of object

After days from object creation

Permanently delete previous versions

After days from becoming a previous version

X
@ Review

Clean up expired object delete markers and incomplete multipart

uploads

You cannot enable clean up expired object delete markers if you enable Expiration.

Clean up incomplete multipart uploads

After from start of upload




Lifecycle rule

@ Name and scope @ Transitions

Name and scope
Name 685684-glacier

Scope Whole bucket

Transitions

For current version of objects

Transition to Amazon Glacier after 1 days

Expiration

Expire after 30 days
Permanently delete after 30 days

Clean op mcomplete multipart uploads after 7 days

Previous Save




Amazon 53 » 685684-mynewbucket

Permissions
Public

Properties Management
Lifecycle Replication Analytics Metrics Inventory
+ Add lifecycle rule ~
L=
Lifecycle rule Applied to Actions for current version Actions for previous version(s)
° 685684-glacier Whole bucket Amazon Glacier / Expire Permanently Delete

‘ Amazon S3

O Discover the new console Q Quick tips

Q. Search for buckets

+ Create bucket ‘ Delete bucket

Bucket name =

‘ Empty bucket

Access € 1=

© 685684-mynewbucket

Public

* Objects might still be publicly accessible due to object ACLs. Learn more

1 Regions <

1 buckes 1 @E
Region 1= Date created |-

US West (Oregon) Oct 23, 2018 9:14:45 PM GMT+0700




Delete bucket

Before deleting the "685684-mynewbucket" bucket, consider the following:
= Bucket names are unigue. If you delete this bucket, another AWS user can use the name.
e This bucket is not empty. If you delete it, all the objects in the bucket will also be deleted.
= Based on the number of objects in your bucket, this may take some time. Please do not
close your browser window before the process is completed.
= This bucket hosts a static website. Ensure that you clean up all related DNS entries.

& Learn more

Type the name of the bucket to confirm deletion:

685684-mynewbucked|

* Amazon S3 O Discover the new console @ Quick tips

‘ Q  Search for buckets |

+ Create bucket O suckers 0 Pubiic J 0 Regions <

You do not have any buckets. Here is how to get started with Amazon
S3.

S )
— o

Create a new bucket Upload your data Set up your permissions
Buckets are globally unique containers for everything that you store in After you create a bucket, you can upload your objects (for example, your By default, the permissions on an object are private, but you can set up
Amazon §3. pholo or video files). access control policies to grant permissions to others.
Learn more Leamn more Leam more

Operation successful Delete objects 100% Successful Delete bucket Successful

Operations 01In progress 1 Success 0 Error




Chapter 8: Understanding Content
Distribution with CloudFront

Distributions

What's New %

Cache Statistics
Monitoring and Alarms
Popular Objects

Top Referrers

Usage

Viewers

Origin Access Identity
Public key

Field-level encryption

Amazon CloudFront Getting Started (2)

Either your search returned no results, or you do not have any distributions. Click the button below to create a new CloudFront distribution
A distribution allows you to distribute content using a worldwide network of edge locations that provide low latency and high data transfer
speeds (learn more)

Create Distribution

Step 1: Select delivery method

Step 2: Create distribution

Select a delivery method for your content.

Web

Create a web distribution if you want to

Speed up distribution of static and dynamic content, for example. .himl, .css, _php, and graphics files.
Distribute media files using HTTP or HTTPS

Add, update, or delete objects, and submit data from web forms.

Use live streaming to stream an event in real time

“You store your files in an origin - either an Amazon S3 bucket or a web server. After you create the distribution, you can add more origins to the distribution

Get Started




Create Distribution

Step 1: Select delivery method

Step 2: Create distribution

Origin Settings

Origin Domain Name | B85684-mynewbucket s3-website-us-we (i}
Origin Path [i]
Origin ID ' 53-website-685684-mynewbucket s3-we (i]
Origin Custom Headers Header Name Value [i ]
Default Cache Behavior Settings
Path Pattern  Default (%) [i]
Viewer Protocol Policy ®HTTP and HTTPS
O Redirect HTTP to HTTPS
OHTTPS Only
Allowed HTTP Methods ® GET, HEAD (i)
(O GET, HEAD, OPTIONS
O GET, HEAD, OPTIONS, PUT, POST, PATCH, DELETE
Field-level Encryption Config v ©
Cached HTTP Methods GET, HEAD (Cached by defaulty [i]
Cache Based on Selected | pone (mproves Caching) v [i ]
Request Headers
Learn More
Object Caching ® Use Origin Cache Headers [i]
O Customize
Learn More
Minimum TTL [p [i]
prstributions CloudFront Distributions
What's New &
c oo a
Reports & A
Viewing - Any Delivery Method v Any State v &« < Viewing 1to1eof1ltems >
Cache Statistics
Delivery Method 1D - Domain Name Origin Status State Last Modified

Monitoring and Alarms

[m] Q@ web E2M8PSM2JAMIRH

Popular Objects
Top Referrers
Usage

Viewers

d1eqn6fbzi9xs2.cloudfront.net -

685684-mynewbucke £ In Progress

Enabled 2018-10-24 1524 UTC+7

& < Viewing1to10f1items >




Tools » CDN Performance Checker tool

Instantly check your CDN's performance from 10 residential locations around the globe.

How fast does your CDN deliver content to people's homes in US, Canada, Ireland, France, The Netherlands, India, Philippines,
Vietnam and Australia?

http://685684-mynewbucket.s3-website-us-west-2.amazonaws.com/

™

I'm not a robot Powered by TurboBytes Pulse [
reCAPTCHA
Erivacy - Terms

Results for test completed on 2018-10-24 at 08:47:42

http://685684-mynewbucket.s3-website-us-west-2.amazonaws.com/ &

Location Network Status @ DNS@  Connect ® TTFB @
8 AU - Adelaide iiNet (Internode) 200 179 1331 607

I+1 CA - Montreal Videotron 200 53 80 108

B DE - Berlin Deutsche Telekom 200 306 208 233

I I IE - Dublin Liberty Global (UPC) 200 20 178 202

A PH - Pateros PLDT 200 212 202 228

EE US - Cleveland AT&T 200 1041 77 99

E3 VN - Ho Chi Minh City VNPT 200 92 221 242




Tools » CDN Performance Checker tool

Instantly check your CDN's performance from 10 residential locations around the globe.

How fast does your CDN deliver content to people’s homes in US, Canada, Ireland, France, The Netherlands, India, Philippines,
Vietnam and Australia?

http://d1eqn6fbzi9xs2.cloudfront.net/

™

I'm not a robot Powered by TurboBytes Pulse
reCAPTCHA
Privacy - Terms

Results for test completed on 2018-10-24 at 08:50:54

http://d1eqn6fbzi9xs2.cloudfront.net/ @

Location Network Status @ DNS@  Connect ® TTFB @
&8 AU - Adelaide iiNet (Internode) 200 111 107 120

I*1 CA - Montreal Videotron 200 71 11 18

= DE - Berlin Deutsche Telekom 200 5001 27 86

I I IE - Dublin Liberty Global (UPC) 200 31 16 36

A PH - Pateros PLDT 200 59 3 5

EE US - Cleveland ATRT 200 61 28 37

E2 VN - Ho Chi Minh City VNPT 200 192 34 35

CloudFront Distributions

Distribution Settings Delete Enable Disable o 8 0 &
Viewing:| Any Delivery Method v | | Any State v & < Viewing1to20f2 items > »
Delivery Method 1D ~  Domain Name Comment Origin CNAMES status state Last Modified
O Q@web E2M8PEM2JAM1RH ateqnetbzoxs2 cloudfrontnet - 685684-mynewbucke - Deployed Enabled 2018-10-24 15:24 UTC+7
O Q@web E2VZXAVOT12QGH d2kev4wlom1dp3 cloudfrontnet - 685684-mynewbucke - 21inProgress Disabled 2018-10-24 1649 UTC+7

« < Viewing1to20f2items > >




= E2MEPEM2JAMTRH

Disable Distribution(s)

Are you sure you want to disable the following distributions?

Cancel

Yes, Disable

CloudFront Distributions

Create Distribution

Viewing :|  Any Delivery Method ~ | | Any State v

Delivery Method 1) ~  Domain Name Comment
O @web E2M8PBM2JAM1RH d1eqnéizioxs2 cloudront.net
O Qe E2VZXAVOT12QGH d2kevawigm1dp3 cloudfrontnet -

origin CNAMES
665684-mynewbucke -

685684-mynewbucke -

c % e &

& < Viewing1to2of2items > »

status state Last Modified
Deployed Disabled 2016-10-24 1621 UTG+7
Deployed Disabled 2018-10-24 16:19 UTC+7

& < Viewing1to20f2items > 3




Delete Distribution(s)

Are you sure you want to delete the following distributions?

» EZMBPEMZJAMTRH

Cancel Yes, Delete




Chapter 10: Working with the Route 53
Domain Name System






Amazon Route 53
You can use Amazon Route 53 to register new domains, transfer
existing domains, route traffic for your domains to your AWS and
external resources, and monitor the health of your resources.

—
2

DNS management

If you already have a domain name, such as example.com,
Route 53 can tell the Domain Name System (DNS) where
on the Internet to find web servers, mail servers, and other
resources for your domain.

Learn More

Get started now

O

Availability monitoring

Route 53 can monitor the health and performance of your
application as well as your web servers and other
rezources. Route 53 can also redirect traffic to healthy
rESOUrCes.

Learn More

Get started now

[ =— . ]
@—):-F
L0
Traffic management

Route 53 traffic flow provides a visual tool that you can use
fo create and update sophisticated routing policies to route
end users to multiple endpoints for your applicafion.

Learn More

Get started now

Domain registration

If you need a domain name, you can find an available name
and register it by using Route 33, You can also make Route
53 the registrar for existing domains that you registered with
other regisirars.

Learn More

Get started now




Dashboard
Hosted zones

Health checks

Traffic
Traffic policies

Policy records
Domains
Registered domains

Pending requests

VPCs

Inkound endpoints
Qutbound endpoints

Rules

. Register Domain Demain Billing Report = 7]
Q Search domains by prefix X € 4 MNodomains todisplay > &

Domain Name ~ | Privacy Protection Expiration Date Auto Renew Transfer Lock

1:

: Domain Search

Choose a domain name Shopping cart

awsdemo .com - 512.00 L4

Availability for 'awsdemo.com'

Domain Name Status Price /1 Year Action
awsdemo.com » Unavailable
Related domain suggestions

Domain Name Status Price /1 Year Action
4awsdemo.com +  Available $12.00 Add to cart
awsdema.ninja v Available 518.00 Add to cart
awsdemo.org +  Availablg $12.00 Add to cart
awsdemo.tv +  Available $32.00 Add to cart
awsdemodesign.com +  Available $12.00 Add to cart
awsdemodesign.net +  Available 311.00 Add to cart
awsdemogroup.com +  Available 51200 Add to cart
awsdemogroup.net «  Available 511.00 Add to cart




1: Domain Search
2: Contact Details

Contact Type ©

First Name

Last Name

Organization €

Email

Phone

Address 1

Address 2

Country

State

City

PostaliZip Code

Privacy Protection @

Contact Details for Your 1 Domain

3: Verify & Purchase Enter the details for your Registrant, Administrative and Technical contacts below. All fields are required unless
specified otherwise. Leam more
My Registrant, Administrative and Technical Contacts are all the same: ® Yes © No

Registrant Contact

Person e

Not applicable

+ 1 3115550188

Enter country calling code and phone number

Street address, P.O. box
Optional

Apt, suite, unit, building, floor, etc.

India -

Andaman and Nicobar Is. e

When the contact type is Person:

« Privacy protection hides some contact
details for .mobi domains

Shopping cart
One-time fees

awsdemo.mobi

Registerfor| 1 v | year $12.00

SUBTOTAL $12.00

Monthly Fees for DNS Management

View pricing details for Route 53 queries
and for the hosted zone that we create for
each new domain




Dashboard
Hosted zones

Health checks

flow
Traffic policies
Policy records
Domains
Registered domains
Pending requesis
Resalver

VPCs

Inbound endpaints

Create Hosted Zone

Go to Record Sets

Delete Hosted Zone

—

O

Q

Amazon Route 53 is an authoritative Domain Name System (DNS) service. DNS is the system that translates
human-readable domain names (example.com) into IP addresses (192.0.2.0). With authoritative name
servers in data centers all over the world, Route 53 is reliable, scalable, and fast.

If you already have a domain name, such as example.com, Route 53 can fell the Domain Hame System (DNS) where on the Intemet to find web servers, mail servers,
and other resources for your domain.

Learn More

Outbound endpoints
Rules Create Hosted Zone

Route 53 documentation and support

Getting started guide | Route 53 documentation

DNS is the system that translates human-readable domain names (example com) into IP addresses (192.0.2.3).
Create Hosted Zone: Go to Record Sets Delete Hosted Zone ~ 0
¥

Dashboard

Hosted zones

Health checks

c flow
Traffic policies

Policy records
Domains

Registered domains

Pending requests

Inbound endpoints
Qutbound endpoints
Rules

Q} Search all fields

Domain Name ~

Type~

X | | AnTypes v

Record Set Count~

Comment

« 4 NoHosted Zones to alsplay

Hosted Zone ID

$1

Create Hosted Zone
A hosted zone is a container that holds information about how you

want to route fraffic for a domain, such as example.com, and its
subdomains.

Domain Name:

awsdemo.com

Comment:

Type: | Public Hosted Zone v

A public hosted zone determines how fraffic is
routed on the Internet.




Dashboard
Hosted zones

Health checks

Traffic flow
Traffic policies

Policy records

Domains
Registered domains

Pending requests

Resolver
VPCs
Inbound endpoints

Outbound endpeints

Back to Hosted Zones

Q Record Set Name

Only

Name Type
aws.demo.com. NS

aws.demo.com. SOA

X || Any Type v

Import Zone File Delete Record Set

Aliases Only Weighted

Test Record Set ls

e

GTD get started, click Create Record Set button or click an

existing record set.

“ 4 Displaying 1 to 2 out of 2 Record Sets + &

Value Evaluate Tal

ns-1533 awsdns-63 . org
ns-107.awsdns-13.com.
ns-1691.awsdns-19.co.uk.
ns-606.awsdns-11.net.

ns-1533 awsdns-63 org. awsdns-hostmaster amazo -

Rules
‘ »
Back to Hosted Zones Create Record Set Import Zone File Delete Record Set Test Record Set s ¢ o
Dashboard
0 g Create Record Set
Hosted zones Q Record Set Name X || AnyType v Aliases Only | Weighted
Heakh chacks Name: tes] | aws demo.com
Only
) Type: A - IPv4 address v
Traffic flow € ¢ Displaying 1102 out of 2 Record Sets >
Alias: O Yes @ No
Traffic policies
Name Type Value Evaluate Tal
Palicy records TTL (Seconds): 300/| 1m || 5m || 1h || 1d
ns-1533.awsdns-63.0rg. .
value: 55,

Domains
Registered domains

Pending requests

Resolver

VPCs

Inbound endpoints
Qutbound endpoints

Rules

aws.demo.com. NS

aws.demo.com. SOA

ns-107 .awsdns-13.com
ns-1691.awsdns-19.co.uk.
ns-606.awsdns-11.net.
on separate lines
Example
192.02.235
198.51.100.234

ns-1633.awsdns-63.0rg. awsdns-hostmaster.amazo. -

Routing Policy: Simple

1Pv4 address. Enter multiple addresses

Route 53 responds to queries based only on the values in this record. Leam

More




Chapter 11: Working with Relational
Database Services

RDS
Databases @© Group resources Restore from S3 Create datal
Q 1 (o]
DB Name 4  Rolev  Engine¥  Region&AZ Y  Size ¥  Status v CPU  Currentactivity  Maintenance ¥ VPC¥  Mult-AZ¥  Read

No instances found




Select engine

Engine options

Amazon Aurora O MysqQL MariaDB
Amazon
Aurora
PostgreSQL Oracle Microsoft SQL Server

Micrasoft:

3 oracle P isener

MySQL
MySQL is the most popular open source database in the world. MySQL on RDS offers the rich features of the
MySQL community edition with the flexibility to easily scale compute resources or storage capacity for your
database.

* Supports database size up to 32 TiB.
* Instances offer up to 32 vCPUs and 244 GiB Memory.
® Supports automated backup and point-in-time recovery.

* Supports cross-region read replicas.

Aurora global database feature is now available.
This feature is now available in our new database creation flow.

Only enable options eligible for RDS Free Usage Tier Info Cancel m




Step 1 RDS Create database

Select engine
e Choose use case

Step 2
Choose use case Use case

Do you plan to use this database for production purposes?
Step 3

Specify DB details
Use case

Step 4 Production - Amazon Aurora

= snterprise-clas ase at 1,/1C st r ases.,
Configure advanced MySQL-compatible, enterpri lass database at 1/10th the cost of commercial database:

settings Production - MySQL

Use Multi-AZ Deployment and Provisioned |OPS Storage as defaults for high availability and fast, consistent performance.

© Dev/Test - MySQL

This instance is intended for use outside of production or under the RDS Free Usage Tier.

Billing is based on RDS pricing [4.




Step 1
Select engine

Step 2
Choose use case

Step 3
Specify DB details

Step 4
Configure advanced
settings

RDS Create database

Specify DB details

Instance specifications
Estimate your monthly costs for the DB Instance using the AWS Simple Monthly Calculator [A

DB engine
MySQL Community Edition

License model Info

general-public-license v

DB engine version Info

MySQL 5.6.40 v

® Known Issues/Limitations
Review the Known Issues/Limitations [ to learn about potential compatibility issues with specific
database versions.

Free tier

@ The Amazon RDS Free Tier provides a single db.t2.micro instance as well as up to 20 GiB of storage,
allowing new AWS customers to gain hands-on experience with Amazon RDS. Learn more about the
RDS Free Tier and the instance restrictions here.

Only enable options eligible for RDS Free Usage Tier Info

DB instance class  Info

db.t2.small — 1 vCPU, 2 GiB RAM v

Multi-AZ deployment Info

Create replica in different zone
Creates a repl

A7) to provide data redundancy, eliminate 1/O free

and minimize latency




Storage type Info

| General Purpose (55D) v

Allocated storage

|20 lil‘ GiB

(Minimum: 20 GiB, Maximum: 16384 GiB) Higher allocated storage may improve |IOPS performance.

(D Provisioning less than 100 GiB of General Purpose (S5D) storage for high throughput workloads could
result in higher latencies upon exhaustion of the initial General Purpose (55D) 10 credit balance. Click
here for more details.

Settings

DB instance identifier Info
Specify a name that is unique for all DB instances owned by your AWS account in the current region.

markocloud-db-instance

DB instance identifier is case insensitive, but stored as all lower-case, as in "mydbinstance”. Must contain from 1 to 63 alphanumeric
characters or hyphens (1 to 15 for SQL Server). First character must be a letter. Cannot end with a hyphen or contain two
consecutive hyphens.

Master username  Info
Specify an alphanumeric string that defines the login ID for the master user.

| markocloud

Master Username must start with a letter. Must contain 1 to 16 alphanumeric characters.

Master password Info Confirm password  Info

Master Password must be at least eight characters long, as in
"mypassword". Can be any printable ASCII character except "/",




Step 1
Select engine

Step 2
Choose use case

Step 3
Specify DB details

Step 4
Configure advanced
settings

RDS Create database

Configure advanced settings

Network & Security

Virtual Private Cloud (VPC) Info
VPC defines the virtual networking environment for this DB instance.

Default VPC (vpc-9fdafdfo) v

Only VPCs with a corresponding DB subnet group are listed.

Subnet group Info
DB subnet group that defines which subnets and IP ranges the DB instance can use in the VPC you selected.

default v

Public accessibility  Info

Yes
C2 instances and devices outside of the VPC hosting the DB instance will connect to the DB instances. You must also select one
or more VPC security groups that specify which EC2 instances and devices can connect to the DB instance.

O No
DB instance will not have a public IP address assigned. No EC2 instance or devices outside of the VPC will be able to connect.
Awvailability zone Info

us-east-1a v

VPC security groups
Security groups have rules authorizing connections from all the EC2 instances and devices that need to access the DB instance.

© Create new VPC security group

Choose existing VPC security groups




Database options

Database name Info

sample

MNote: if no database name is specified then no initial MySQL database will be created on the DB Instance.

Port Info
TCP/IF port the DB instance will use for application connections.

3306 I |

DB parameter group Info

| default.mysql5.6 v |

Option group  Info

| default:mysqgl-5-6 v |

IAM DB authentication Info

_ Enable IAM DB authentication
Manage your database user credentials through AWS IAM users and roles.

© Disable




Encryption

Encryption

Enable encryption Learn more [£
Select to encrypt the given instance. Master key ids and aliases appear in the list after they have been created using the Key
Management Service(KMS) console.

© Disable encryption

Backup

/A Please note that automated backups are currently supported for InnoDB storage engine only. If you
are using MylSAM, refer to detail here. [4

Backup retention period Info
Select the number of days that Amazon RDS should retain automatic backups of this DB instance.

7 days v

Backup window Info
Select window

© No preference

Copy tags to snapshots

Monitoring

Enhanced monitoring

Enable enhanced monitoring
Enhanced monitoring metrics are useful when you want to see how different processes or threads use the CPU.

© Disable enhanced monitoring

Log exports

Select the log types to publish to Amazon CloudWatch Logs

Audit log
Error log
General log

Slow query log

1AM role

The following sery

ce-linked role is used for publishing logs to CloudWatch Logs.

RDS Service Linked Role

(@ Ensure that General, Slow Query, and Audit Logs are turned on. Error logs are enabled by default.
Learn more [




Maintenance

Auto minor version upgrade Info

© Enable auto minor version upgrade
Enables automatic upgrades to new minor versions as they are released. The automatic upgrades occur during the maintenance
window for the DB instance.

Disable auto minor version upgrade

Maintenance window Info
Select the period in which you want pending modifications or patches applied to the DB instance by Amazon RDS.

Select window

© No preference

Deletion protection

Enable deletion protection
Protects the database from being deleted accidentally. While this option is enabled, you can't delete the database.




RDS Create database

@ Your DB instance is being created.

Note: Your instance may take a few minutes to launch.

Connecting to your DB instance

Once Amazon RDS finishes provisioning your DB instance, you can use a SQL client application or utility to connect to
the instance.
Learn about connecting to your DB instance

Usage charges

The following selections disqualify the instance from being eligible for the free tier:
# DB instance class

You will be charged normal RDS Prices. Learn More [
Estimate your monthly costs for the DB Instance using the AWS Simple Monthly Calculator [




RDS Databases markocloud-db-instance

markocloud-db-instance

Summary
Engine DB instance class Info DB instance status
MySQL 5.6.40 db.t2.small creating

‘ Delete H Instance actions ¥

Pending maintenance

none

CloudWatch (17)

Add instance to compare

‘ Monitoring ¥ | | Last Hour v

Legend: | markocloud-db-instance

Q

CPU Utilization (Percent) DB Connections (Count) Free Storage Space (MB)

1 1 1
075 075 075
05 05 0s
025 025 025

12/06 12/06 12/06 12/06 12/06 12/06
1410 1420 14:30 14140 1450 1500

12/06 12/06 12/06 12/06 12/06 12/06
1410 1420 1430 1440 14:50 15:00

12/06 12/06 12/06 12/06 12/06 12/06
1410 1420 1430 1440 14550 1500

Freeable Memory (MB)

075
05
025

12/06 12/06 12/06 12/06 12/06 12/06
1410 1420 1430 1440 1450 1500

Write IOPS (Count/Second) Read I0PS (Count/Second)

1 1
075 075
0s o5
025 025

12/06 12/06 12/06 12/06 12/06 12/06
14:10 1420 1430 1440 1450 1500

12/06 12/06 12/06 12/06 12/06 12/06
1410 1420 1430 1440 14:50 1500

Connect

Endpoint Port

markocloud-db-instance.csiwyimxk8hr.us-east-1.rds.amazonaws.com 3306

Security group rules (2)

Publicly accessible

No




RDS Databases narkocloud-db-instance

markocloud-db-instance Modify Actions v
Summary
DB Mame CPU Info Class
markocloud-db-instance 1 0.54% &) Available db.rd xlarge
RDS Databases markocloud-db-instance Modify

Modify DB Instance: markocloud-db-instance

Instance specifications

DB engine version
Version number of the database -."":.]"IIIZ to be used for this instance

MySQL 5.6.41 (default) v

DB instance class

Contains the compute and memory capacity of the DB instance.

dbv.rd xlarge — 4 vCPU, 30.5 GiB RAM v

db.rd.large — 2 wCPU, 15.25 GiB RAM

db.rd.xlarge — 4 vCPU, 30.5 GiE RAM

div.rd Zxlarge — B wCPU, 61 GIB RAM
div.rd d4xlarge — 16 vCPU, 122 GIB RAM

db.rd. 8xlarge — 32 wCPU, 244 GiB RAM




RDS Databases markocloud-db-instance Modify

Modify DB Instance: markocloud-db-instance

Summary of modifications

You are about to submit the following modifications. Only values that will change are displayed. Carefully verify your changes and dlick
Maodify DB Instance.

Attribute Current value New value

DB instance class db.rd.xlarge db.rd. 16xlarge

Scheduling of modifications

When to apply modifications

© Apply during the next scheduled maintenance window
Current maintenance window: sat:07:3 1-sat:08:01

Apply immediately
The modifications in this request and any pending modifications will be asynchronously applied as soon as possible, regardless of the
maintenance window setting for this database instance.

Modifications will not be applied immediately
Modifications will be applied during the next scheduled maintenance window (sat:07:31-5at:08:07). To apply
these modifications immediately, choose "Apply immediately™ above.

Cancel Modify DB Instance




RDS Databases markocloud-db-instance

markocloud-db-instance Modify ||| Actions v |
Stop
Summary Reboot
Delete
DB Name CPU Info Class
markocloud-db-instance 0 111.67% @ Available db.t2.small Create read replica
Create Aurora read replica
Role Current activity Engine Region & AZ
Instance 110 Connections MySQL us-east-1a
Take snapshot
Restore to point in time
Connectivity Monitoring Logs & events Configuration Maintenance & backups Tags
Migrate snapshot
Connectivity
Endpoint & port Networking Security
Endpoint Availability zone VPC security groups
markocloud-db-instance.csiwyimxk8hr.us-east-1.rds.amazonaws.com us-east-1a rds-launch-wizard (sg-00037fd7377cd4c06)
( active )
Port VPC

3306 vpc-9fdafdfo Public accessibility




RDS Databases Create aurora replica

Create read replica DB instance

You are creating a replica DB instance from a source DB instance. This new DB instance will have the source DB instance's DB
security groups and DB parameter groups.

Network & Security

Destination region
The region in which the replica will be launched

US East (M. Virginia) v

Destination DB subnet group

default v

Availability zone
The EC2 Availability Zone that the database instance will be created in.

us-east-1f v

Publicly accessible
Yes

ECZ instances and devices outside of the VVPC hosting the DB instance will connect to the DB instances. You must also select one or
more VPC security groups that specify which EC2 instances and devices can connect to the DB instance.

0 No

DB instance will not have a public IP address assigned. No EC2 instance or devices outside of the WVPC will be able to connect.




Encryption

Encryptien

Enable encryption Learn more [4
Select to encrypt the given instance. Maste
Management Service{KMS) console

y ids and aliases appear in the list after they have been created using the Key

© Disable encryption

Instance specifications

DB instance class
Contains the compute and memor

y capatity of the DB instance

db.t2.small — 1vCPU, 2 GIiB RAM v

Multi-AZ deployment
Specifies if the DB instance should have a standby deployed in another availability zone.

Yes
O No

Storage type Info

General Purpose (SSD) v

@® Provisioning less than 100 GiB of General Purpose (SSD) storage for high throughput workloads could result
in higher latencies upon exhaustion of the initial General Purpose (SSD) 0 credit balance. Click here for more
details.

Settings

Read replica source
Source DB instance Identifier

markocloud-db-instance v

DB instance identifier
DB instance ident

This is the unique key that identifies a DB instance. This para tring (e.g. mydbinstance)

markocloud-replica

Database options

Database port
Port num on which the database accepts connections.

3306

(default: 3306 )
Copy tags to snapshots

IAM DB authentication Info

Enable IAM DB authentication
Manage your database user cre

© Disable

ntials through AWS IAM users and rol

Monitoring

Enhanced monitoring

Enable enhanced monitoring
Enhanced menitoring metrics are useful when

want to see how different processes o

© Disable enhanced menitoring

r threads use the CPU.

Log exports

Select the log types to publish to Amazon CloudWatch Logs

Audit log
Error log
General log
Slow query log

|IAM role
The following service-linked r

ed for publishing logs to CloudWatch Logs.

RDS Service Linked Role

@ Ensure that General, Slow Query, and Audit Logs are turned on.
Error logs are enabled by default. Learn more [4

Maintenance

Auto minor version upgrade
Specifies if the DB instance should r

O Yes
No

ve automatic engine version upgrade:

en they are available.

Cancel

RDS Databases

@

VPC

vpc-Sfdafy

Q
DB Name a Role ¥ Engine ¥ Region&AZ ¥  Size ¥ Status v cPU Current activity Maintenance ¥
markocloud-db-instance Master MySQL us-east-Ta dbi2small @ Modifying 131% I 0 Connections none
markocloud-replica Replica MySQL us-east-1f dbi2small (@) Creating none

vpc-Sfdafy

v




RDS Databases

rctons v [_resoreronss | I

Databases @ Group resources | Modify H|
Q
DB Name a Role ¥ Engine ¥ Region & AZ ¥ Size ¥ Status ¥ cPU
o markocloud-db-instance Master MySQL us-east-Ta db.t2.small @ Available 1|
markocloud-replica Replica MysaL us-east-1f db.t2.small @ Available =)

Stop 1 &
Reboot
Delete Maintenance ¥ vPC
Create read replica none vpe-Sfdafd
Create Aurora read replica

none vpc-9fdafd

Take snapshot
Restore to point in time

Migrate snapshot

RDS Databases

Take snapshot

Take DB Snapshot

This feature is currently supported for InnoDB storage engine only. If you are using MylSAM, refer to details here. [

Settings

To take a snapshot of this DB instance you must provide a name for the snapshot.

DB instance

The unique key that identifies a DB instance. This parameter isn't case-sensitive.

markocloud-db-instance

Snapshot name

The Identifier for the DB Snapshot.

markocloud-db-20181209




RDS > Snapshots

Owned by Me v Take snapshot

Snapshots (7)

Q 1 @
Snapshot ¥  DBinstanceorcluster ¥ Snapshot Creation Time v Status ¥ Progress v VPC v e v  Enginev Storag
rdsimarkocloud-db-instance-2018-12-09-13-30 markocloud-db-instance Sun Dec 09 20:31:06 GMT+7002018 @ available Completed vpc-Sfdafdfs omated MysQL Gener
rdsimarkocloud-db-instance-2018-12-09-05-44 markocloud-db-instance Sun Dec 09 12:44:11 GMT+7002018 @ available Completed vpc-9fdafdfe omated MysQL Generg
rdsimarkocloud-db-instance-2018-12-08-05-43 markocloud-db-instance Sat Dec 08 12:43:59 GMT+700 2018 @ available Completed vpe-Sfdafdfs omated MysQL Generg
rdsimarkocloud-db-instance-2018-12-07-05-44 markocloud-db-instance Fri Dec 07 12:44:18 GMT+700 2018 @ availzble Completed vpc-9fdafdfe omated MysQL Generz
rdsimarkocloud-db-instance-2018-12-06-09-14 markocloud-db-instance Thu Dec 06 16:15:09 GMT+7002018 @ available Completed vpc-9fdafdfs omated MysQL Gener:
rdsimarkocloud-db-instance-2018-12-06-08-05 markocloud-db-instance Thu Dec 06 15:06:27 GMT+7002018 @ available Completed vpc-9fdafdfa omated MysQL Gener
markocloud-db-20181209 markocloud-db-instance @ creating 0% vpc-9fdafdfs nual MysQL Generg

3

Backup

Backup retention period
The number of days for which automated backups are retained.
parameter to 0 disables automated backups.

etting this parameter to a positive number enables backups. Setting this

7 days v

Backup window
The daily time range (in UTC) during which automated backups are created if autormated backups are enabled.

Start Time Duration

05 v : | 39 v uTc 0.5 v hours

Copy tags to snapshots

O Yes
No




RDS Databases markocloud-db-instance

markocloud-db-instance Modify || Actions v
Summary
DB Name CcPU Info Class
markocloud-db-instance I 1 1.33% ® Available db.t2.small
Role Current activity Engine Region & AZ
Master 1 Connections MySQL us-east-1a
Connectivity Monitoring Logs & events Configuration Maintenance & backups Tags
Maintenance
Auto miner version upgrade Maintenance window Pending maintenance
Enabled sun:09:47-sun:10:17 UTC (GMT) none
Backup
Automated backups Latest restore time Backup window
Enabled (14 Days) December 9th 2018, 8:50:00 pm UTC--7 (local) 05:39-06:09 UTC (GMT)

Copy tags to snapshots
Enabled




Chapter 12: Introduction to ElastiCache

ElastiCache Dashboard 4

Memcached
Redis
Reserved Nodes

Backups ElasticaChe

Parameter Groups

Subnet Groups ElastiCache is a web service that makes it easier to launch,

Events manage, and scale a distributed in-memory cache in the cloud.

ElastiCache Cluster Client
Get Started Now

|i$ '\I/_I

.

Launch a Cluster Manage
Create Clusters with just a few clicks. You can choose either Using the AWS Management Console, you can easily add resources, modify configuration and
Memcached or Redis as the engine software for this cluster. monitor nodes of your ElastiCache environment to meet your applications requirements.
Link to Documentation Link to Documentation
Connect

Once you have authorized access to the Cluster and it is in the available state,
you can log into an EC2 instance and connect it fo a Node in the clusier.

Link to Documentation




Create your Amazon ElastiCache cluster

Cluster engine @® Redis

Redis settings

Name

Description

Engine version compatibility

Port

Parameter group

Node type

Number of replicas

~ Advanced Redis settings

In-memory data structure store used as database, cache and message
broker. ElastiCache for Redis offers Multi-AZ with Auto-Failover and
enhanced robustness.

Cluster Mode enabled

Memecached
High-performance, distributed memory object caching system, intended
for use in speeding up dynamic web applications.

5.00 v
6379

default.redis5.0 -
cache.rs.large (13.07 GiB) A
2

Advanced setlings have common defaults set to give you the fastest way to get started.
You can modify these now or after your cluster has been created.

Multi-AZ with Auto-Failover

L




Redis settings

Name markocloud-redis [i ]

Description markocloud redis description [i ]

Engine version compatibility 5.00 v O
Port | 6379 o

Parameter group defaultredisS.0 v O

Node type cache.t2.small (1.5 GiB) v O

Number of replicas | 2 [i]

~ Advanced Redis settings

Advanced settings have common defaults set to give you the fastest way to get started.
You can modify these now or after your cluster has been created.

Multi-AZ with Auto-Failover « [i]
Subnet group Create new *- O
Name | markocloud-subnet-group (i}
Description = markocloud subnet group description (i}
VPCID | vpc-9fdafdfd v+ O
Subnets

Subnet ID & Availability zone -~ CIDR Block ~

@  subnet-a793fh9b us-east-1e 172.31.48.0/20
subnet-540d4b31 us-east-1c 172.31.0.0/20
subnet-50a0205c us-east-1f 172.31.80.0/20

@ subnet-Obalai26 us-east-1d 172.31.64.0/20
subnet-00edd45b us-east-1b 172.31.32.0/20

subnet-deal5d96 us-gast-1a 172.31.16.0/20




~ Advanced Redis settings

Advanced settings have common defaults set to give you the fastest way to get started.

You can modify these now or after your cluster has been created.

Multi-AZ with Auto-Failover

Slots and keyspaces = Equal distribution

Availability zone(s) | No preference

Slots/Keyspaces Primary

N
Shard1  Equal distibution
preference
N
Shard2  Equal distribution
preferance
No

Shard 3 Equal distribution
preference

Replica 1
No

preference

No
preferance

Mo
preference

Replica 2
No

preference

No
preferance

Mo
preference




Security

Security groups  default (sg-0b562974) & i
Encryption at-rest o
Encryption in-transit
i
Import data to cluster
Seed RDB file 83 location | myBucket/myFolder/objectName i
Use comma to separate multiple paths in the field
Backup
Enable automatic backups |«
Backup retention period | 1 - | 8
day(s)
Backup window @ No preference (i}
Specify backup window
Maintenance
Maintenance window @ Mo preference i}
Specify maintenance window
Topic for SNS notification = Disable notifications *- O




Configuration Endpoint:

Primary Endpoint:

Engine Version Compatibility:
Availability Zones:

Number of Nodes:
Description:

Subnet Group:

Notification ARN:

Backup Retention Period:
Encryption in-transit:

Encryption at-rest:

markocloud-
redis k2eymp.ng.0001.use1.cache.amazonaws.com:6379

500

us-east-1e, us-east-1d

3 nodes

markocloud redis description
markocloud-subnet-group
Disabled

1 day(s)

No

Ne

Status:

Engine:

Node type:

Shards:

Multi-AZ:

Parameter Group:
Security Group(s):
Maintenance Window:
Backup Window:
Redis Auth:

ElastiCache Dashboard 4 m Backup Reboot Delete Modify LS - (2]
Memcached Filter:(Q Search Clusters X 1to10f1Clusters [¢ ¢ & &
l Redis Cluster Name +  Mode ~ Shards - Nodes ~ Node Type ~ Status ~ Encryption in-transit - Encryption at-rest~
Reserved Nodes
& »  markocloud-redis Redis 0 0 nodes cache 12 small creating No No
Backups
Parameter Groups
Subnet Groups
Events
ElastiCache Cluster Client
Cluster Name ~ Mode ~ Shards -~ Nodes - Node Type ~ | Status ~ Encryption in-transit~ Encryption at-rest -
w  markocloud-redis Redis 1 3 nodes cache t2 small available No No
Name: markocloud-redis Creation Time: December 15, 2018 at 2:18:13 PM UTC+7

available
Redis

cache.t2 small

1

enabled

default redis5.0 {in-sync)
5g-0b56e974 (VPC) (active)
fri:04:00-fri-05:00
06:30-07:30

No




Cache hit/Cache response

p—

Cache miss

Cache update

Database read

Database response

Backup

Filter: Q, Search Clusters..
Cluster Name

[
| -

markocloud-redis

Name:
Configuration Endpeint:
Primary Endpoint:

Engine Version Compatibility:
Availability Zones:

Number of Nodes:
Description:

Subnet Group:

Notification ARN:

Backup Retention Period:
Encryption in-transit:

Encryption at-rest:

Reboot

Delete Medify
X
=~ Mode ~ | Shards ~ Nodes
Redis 1 3 nodes

markocloud-redis

markocloud-
redis_k2eymp.ng.0001.use1.cache amazonaws.com:6379

500

us-east-1e, us-east-1d

3 nodes

markocloud redis description
markocloud-subnet-group
Disabled

1 day(s)

No

No

-

Node Type ~ Status >

cache t2 small available No

Creation Time:

Status:
Engine:

Node type:

Shards:

Multi-AZ:

Parameter Group:
Security Group(s):
Maintenance Window:
Backup Window:
Redis Auth:

Encryption in-transit ~

LN - IR 2]
1to10of1Clusters [¢ € 3 3|

Encryption at-rest

No

December 15, 2018 at 2:18:13 PMUTC+7

available
Redis

cache t2 small

1

enabled

default.redis5.0 (in-sync)
sg-0b56e974 (VPC) (active)
fri:04:00-fri:05:00
06:30-07:30

No




Modify Cluster X

Description | markocloud redis description

Engine Version Compatibility (1]

VPC Security Group(s) default (sg-0b56e574) & (i ]

Parameter Group | defaultredis5.0 v

Node Type [cachem3large (605GBm_ v |€)
Changed from cache.t2.small

Multi-AZ  ® Yes U No €)
Enable Automatic Backups ® Yes ) No
Backup Node Id
Backup Retention Period day(s)
Backup Window .UTC—. UTC
Maintenance Window 'UTC-'UTC

Topic for SNS Notification® |D|5anle Motifications v | Manual ARN input @

Apply immediately ¥ )

The node type modification process is designed to make a best effort to retain your existing data, and requires Redis replication to succeed.
For best practices on Redis replication, please see this.
Please note that primaries will be unavailable to service requests during the modification period.

Q All the following nodes in this cluster will be modified:

« markocloud-redis-001
» markocloud-redis-002
« markocloud-redis-003

Cancel Modify




Filter:(Q, Search Clusters

P

Engine Version Compatibility:

Cluster Name

w  markocloud-redis

Name:
Configuration Endpoint:

Primary Endpoint:

Availability Zones:
Number of Nodes:
Description:

Subnet Group:
Notification ARN:
Backup Retention Period:
Encryption in-transit:

Encryption at-rest:

Reboot

Delete
X
-  Mode
Redis

markocloud-redis

markocloud-

Modify

Shards -

Nodes

3 nodes

redis.k2eymp.ng.0001.use1.cache.amazonaws.com:6379

500

us-east-le, us-east-1d

3 nodes

markocloud redis description
markocloud-subnet-group
Disabled

1 day(s)

No

No

Node Type ~ Status -

cache t2 small modifying No
Creation Time:

Status:
Engine:

Node type:

Shards:

Multi-AZ:

Parameter Group:
Security Group(s):
Maintenance Window:
Backup Window:
Redis Auth:

Encryption in-transit ~

Encryption at-rest ~

No

December 15, 2018 at 2:18:13 PM UTC+7
modifying

Redis

cache t2 small

1

enabled

default.redis5.0 (in-sync)
sg-0b56e874 (VPC) (active)
fri:04:00-fri:05:00
06:30-07:30

No




Chapter 13: Amazon DynamoDB - A NoSQL

Database Service

Amazon DynamoDB

Amazon DynamoDB is a fast and flexible NoSQL database service for all applications that need consistent, single-digit
millisecond latency at any scale. Its flexible data model and reliable performance make it a great fit for mobile, web,
gaming, ad-tech, |oT, and many other applications.

Create table

Getting started guide

o

Create tables

Create DynamoDB tables with a few clicks. Just specify the desired read and write
throughput for your table, and DynamoDB handles the rest.

Meore about DynamoDB throughput

by

Add and query items

Once you have created a DynamoDB table, use the AWS SDKs to
write, read, modify, and query items in DynamoDE

DynamoDB API reference

vl

Monitor and manage tables

Using the AWS Management Conscle, you can menitor performance and adjust the
throughput of your tables, enabling you to scale seamlessly.

Monitoring tables




Create DynamoDB table Tutorial | @

DynamoDE is a schema-less database that only requires a fable name and primary key. The table’s primary key is made up of ene or two aftributes that uniquely identify
items, partition the data. and sort data within each parfition.

Table name* | usery ] [i]

Primary key* Parlificn key
usernames String v 0
¥ Add sori key

last_name String v 0

Table settings

Default seffings provide the fastest way to get started with your table. You can modify these default settings now or after your table has been created.
¥ Use defauli setings

« Mo secondary indexes.

= Provisioned capacity set to 5 reads and 5 writes.

» Basic alarms with 50% upper threshold using SNS topic "dynamodb™
» Encryption at Rest with DEFAULT encryption type [0

@  You do not have the required role to enable Auto Scaling by default.
Please refer to documentation.

Additional charge

Table settings

Diefault settings provide the fastest way to get started with your table. You can medify these default settings now or after your table has been created.

Use default setfings

Secondary indexes

Name Type Partition key = Sort key Projected Attributes o
legin_tim G5l login_fime (5t - ALL x
+ Add index

Read/write capacity mode

Select on-demand if you want fo pay only for the read and writes you perform, with no capacity planning required. Select provisioned fo save on throughput costs if you
can reliably esfimate your application's throughput requirements. See the DynamoDE pricing page and DynamoDE Developer Guide to learn more.

Read/write capacity mede can be changed later.

® Provisioned {free-tier eligible)

On-demand

Provisioned capacity

Read capacity units Write capacity units
Table 5 5




Add index

Primary key* Partition key

login_fime i

Add sort key

* . - .
Index name login_time-index

Projected atiributes | All

Al
LiJ

Keys only
Cancel Add index

Provisioned capacity

Read capacity units Write capacity units

Table g 5
login_time-index [ 5
Estimated cost  35.81/ month {Capacity calculator )

Auto Scaling

¥ Read capacity ¥ Write capacity
Same setlings as read
Target utilization 70 3o 70 %
Minirmum provisioned capacity 5 units g units

units 40000 | units

Maximum provisioned capacity 40000

¥ Apply same settings to global

* Apply same settings to global
secondary indexes

secondary indexes




€  Please check your IAM permissions to create new
service linked role for enabling Auto Scaling.
See permissions.

1AM Role | authorize DynamoDE to scale capacity using the following role:

'® DynamoDEBE AutoScaling Service Linked Role

2 Euxisting role with pre-defined policies [Instructions]

Note: If vou have the required |1AM permissions, a Service Linked Role will automatically be created on your behalf.
Learmn more

Role Name*

Encryption At Rest

Select Encryption settings for your DynamoDE table to help protect data at rest. Learn more
® DEFAULT

Server-side encryption using AWS owned CME
(Customer Master Key)

KM3

Server-side encryption using AWS managed CMEK
(Customer Master Key)

[¥7]

mple Motification Senvice

Addifional chames may apoly
Advanced alarm seffings




DynamoDB
Dashboard

| Tables
Backups
Reserved capacity

Preferences

DAX

Dashboard
Clusters

Subnet groups
Parameter groups

Events

Last change to on-demand mode
Provigioned read capacity units
Provisioned write capacity units

Last decrease time

Last increase time

Storage size (in bytes)

tem count

Region

Amazon Rescurce Name (ARN)

Users  Close
4 Create table Delete table
Overview ltems. Metrics Alarms Capacity Indexes Global Tables
Q) Filter by table name b 4
Recent alerts
Name
Mo CloudWalch alarms have been triggered for this fable.
@ users
Stream details
Stream enabled Mo
View type -
Latest stream ARN -
Manage Stream
Table details
Table name  users
Primary partition key  usemame (Sting)
Primary sort key  last_name (String)
Point-in-time recovery  DISABLED Enable
Encryption Type  DEFAULT
KMS Master Key ARN Mot Applicable
Time to live attribute  DISABLED Manage TTL
Table status  Active
Creation date  December 21, 2018 at 1:29:47 PM UTC-5
Readhwrite capacity mode  Provisioned

5 (Auto Scaling Enabled)
5 {Aute Scaling Enabled)

0 bytes

0

US East (Chio)
arn:aws-dynamodb-us-east-2:8661177243704able/users

Backups

3 Storage size and item count are not updated in real-ime. They are updated periodically. roughly every six hours.




Chapter 14: Working with Simple Queue

Service

Your Distributed
System’s
Components

Component
1

Component
2

Component
3

Your Queue
(Distributed on
SQS Servers)




Component 1 sends Visibility
Message A to the queue Timeout
Clock @
Component 2 retrieves Message A Visibility
e from the queue and the visibility Timeout
timeout period starts w0 Clock

Component 2 processes Message A Visibility
and then deletes it from the queue Timeout
during the visibility timeout period Clock
40
25




—

Simple Queue Service

Amazon Simple Queue Service (SQS) is a reliable, scalable, fully-managed message queuing service.

Get Started Now

Learn more about AWS SQS

\.l

Ensure high availability Scale with your business
Amazon SQS uses a distributed architecture within Amazon SQS enables an unlimited number of services to
Amazon's high-availability data centers, so queues will be read and write an unlimited number of messages at any
available whenever applications need them. To prevent time. Amazon SQS is used by some of the most highly-
messages from being lost, all messages are stored scaled applications in the world, such as Netflix.

redundantly across multiple servers and data centers.

=<
| 0 ¢

Reduce your cost

Amazon SQS is a fully-managed service, with no up-front
costs or fixed expenses. Pay only for what you use, with a
small charge for each API request and data fransfer.




Create New Queue

What do you want to name your queue?

Queue Name @
Type the queue name

Region € Us East (Ohio)

What type of queue do you need?

Standard Queue

FIFO Queue

Unlimited Throughput- Standard queues support a nearly unlimited number of transactions per
second (TPS) per APl action.

Al-1 east-Once Delivery- A message is delivered at least once, but occasionally more than one
copy of a message is delivered.

Best-Effort Ordering: Qccasionally, messages might be delivered in an order different from
‘which they were sent

[1]

- 5l

Send data between applications when the throughput is important, for example:

Decouple live user requests from intensive background work: let users upload media while
resizing or encoding it.

Allocate tasks to multiple worker nodes: process a high number of credit card validation
requests

Batch messages for future processing: schedule multiple entries to be added to a database.

High Throughput: FIFO queues support up to 300 messages per second (300 send, receive, or
delete operations per second). When you batch 10 messages per operation (maximum), FIFQ
queues can support up to 3,000 messages per second. To request a limit increase, file a
support request.

First-In-First-out Delivery- The order in which messages are sent and received is strictly
preserved.

Exactly-Once Processing: A message is delivered once and remains avallable until a
consumer processes and deletes it. Duplicates are not introduced inta the queue

HEHEEE

Send data between applications when the order of events is Important, for example:
* Ensure that user-entered commands are executed in the right order.
* Display the correct product price by sending price modifications in the right order.

* Prevent a student from enrolling in a course before registering for an account.

For more information, see the Amazen SQS FAQs and the Amazon SQS Developer Guide

To create a new queue, chocse Quick-Create Queue. To configure your queue's parameters, choose Configure Queue.

Cancel Configure Queue




You can change these default parameters.

Queue Attributes

Default Visibility Timeout € 30
Message Retention Period €) 4
Maximum Message Size €) | 256

Delivery Delay € 0

Receive Message Wait Time €9 0

Dead Letter Queue Seftings
Use Redrive Policy €@ [

Dead Letter Queue €

Maximum Receives €

Server-Side Encryption (SSE) Settings

Use SSE €

AWS KMS Customer Master Key (CMK) @ | v |

Data Key Reuse Period €

seconds ™ | ygue must

days A )& must
Ke Value must

seconds | yoiue must
seconds

@

Value must be an existing queue name.

Value must be between 1 and 1000.

A This value must be between 1 minute and 24 hours.




Create New Queue Queue Actions v

~
L5

o

Filter by Prefix: Q, Enter Text. X € € 1w1oftitems 3 3
@ Name ~  Queue Type ~ Content-Based Deduplication ~ Avai ges in Flight~ Created ~
[ ] markocloud Standard N/A 0 0 2018-12-26 05:42:44 GMT-05:00
1 SQS Queue selected _N=l =]
Details Permissions Redrive Policy IMonitoring Tags Encryption Lambda Triggers
Name: markocloud Default Visibility Timeout: 30 seconds
URL: hitps://sgs.us-east-2.amazonaws.com/866117724370/markocloud Message Retention Period: 4 days
ARN: am:aws:sqs.us-east-2:866117724370:markocloud Maximum Message Size: 256 KB
Created: 2018-12-26 05:42:44 GMT-05:00 Receive Message Wait Time: 0 seconds
Last Updated: 2018-12-26 05'42:44 GMT-05:00 Messages Available (Visible): 0
Delivery Delay: 0 seconds Messages in Flight (Not Visible): 0
Queue Type: Standard Messages Delayed: 0
Content-Based Deduplication: N/A
Create New Queue Queue Actions v P o)
Filter by Prefix: O Enter Text x € € 1w1oftitems 3 P
@ Name ~  Queue Type ~ Content-Based Deduplication - ges Avail ges in Flight~ Created ~
a markocloud Standard N/A 1] 0 2018-12-26 05:42:44 GMT-05:00
1 3QS Queue selected _N =l =]
Details Permissions Redrive Policy Monitoring Tags Encryption Lambda Triggers

Edit Policy Document (Advanced)

Effect

What's an SQS Queue Access Policy?

Principals Actions

Conditions

This gueue has an emply SQS Queue Access Folicy. This means ihat only the queue owner is allowed fo use it. You can Add a Permission fo grant ancther account access fo this queue.




Add a Permission to markocloud

Permissions enable you to control which operations a user can perform on & queue. Click here to learn more
about access control concepts.

Effect € ® Alow
Deny
Principal €9 | aws account number(s) Everybody (*)
Use commas betwesn multiple values.

Actions €) | — No Specific Actions — + Al SQS Actions (SQS:7)

AddPermission

ChangeMessageVisibility

DeleteMessage

DeleteQueue

GetQueueAttributes

GetQueuelrl

ListDeadl etterSourceQueues

PurgeQueue

ReceiveMessage

RemovePermission Cancel

SendMessage




Create New Queue Queue Actions v

~
L=

o

Filter by Prefix: Q Enter Text... X € € 1o1oftitems 3> 3
@ Name ~  Queue Type - Content-Based Deduplication~  Messages Available - Messages in Flight~ Created
a markocloud Standard N/A 0 0 2018-12-26 05:42:44 GMT-05:00
1 5Q5 Queue selected _N =N =]
Details Permissions Redrive Policy Monitoring Tags Encryption Lambda Triggers
Edit Policy Document (Advanced) at's an SQS Queue Access Policy?
Effect Principals Actions Conditions
Allow * Everybody (%) * SQSReceiveMessage Neone ’ x
Create New Queue Queue Actions v re] Q

d a Me

Filter by Prefix: O, Enji
Y O‘ View/Delete Messages

@ Name Configure Queue

Add a Permission
markocloud

Purge Queue

Subscribe Queue

Configure Trigger for Lambda Function

X

1to 10of 1items

Queue Type ~ Content-Based Deduplication~ Messages Available~  Created

Standard N/A 2018-12-26 05:42:44 GMT-05:00

Queue Actions v

Create New Queue

Filter by Prefix: Q, £n|

View/Delete M
@ Name Configure Que!

Add a Permissi
@  markocloud

Purge Queue
Delete Queue

Subscribe Queue i

Configure Trigger for Lambda Function

Q

X

110 10of 1items

Queue Type - Content-Based Deduplication~ Messages Available~ Created

N/A 2018-12-26 05:42:44 GMT-05:00




Send a Message to markocloud X

Message Body Message Attributes

Enter the text of a message you want to send.

This is a test message

| Delay delivery of this message by |0 seconds ¥ | (up to 15 minutes).

cace

Send a Message to markocloud X

¥our message has been sent and is ready to be received.
Mote: It may take up to B0 seconds for the Messages Avaiable column to update.

Sent Message Attributes:

Message Identifier: 2e50bc36-90d6-4ef9-82d2-576946239410
MD®S of Body: 2309502dc549311108690570d9028942




Create New Queue Queue Actions v

Filter by Prefix: Q, Enter Text

Q
&

Add a Permission

@ markocloud Standard N/A

Delete Queue

Subscribe Queue to SNS Topic

Configure Trigger for Lambda Function

X €« 4 1to1ofiitems » &
@ Name - Queue Type ~ Content-Based Deduplication -~ Messages Available~ Messages in Flight- Created
[ ] markocloud Standard NFA 1 o 2018-12-26 05:42:44 GMT-05:00
Create New Queue Queue Actions v ] #
Send a Me
Filter by Prefix: Q £n| e X € € 1w1oitiems 3 ¥
View/Delete Messages
@ Name Configure Queue Queue Type - Content-Based Deduplication~ Messages Available - Created

1 2018-12-26 05:42:44 GMT-05:00




Chapter 15: Handling Messaging with
Simple Notification Service

| AWS Region '
| |
I
NN N Message :
Consumer :
1
. -¥ Queue |
I (SQ8)
- -~ -~ -~ -~ -~ -~"°~"7"TT7T°"°"T°" S, T TS SoTTTTTTTTTTTTTTTTTTTTTTITTC R - TN
| L AWS Region :
I .
! 'SQS !
I
Message ] . .... SO > Message |
1
Producer ! Consumer X
|
: Topic SQS Queue :
! (SNS) (SQS) |
R i e RN
I AWS Region |
t Y :
I
1
: ______________ > Message l
! Consumer :
Queue




N
p
.
.

e Amazon SQS
. queue

Amazon SNS
Message topic m AWS Lambda
Publisher .. function
| “ .
HTTP
endpoint
= @ \
: °® ; i o ,
; I I : ; I :
: — | 1 : ! I e i EE— ;
i I~ —— : i [~ —— .
E CloudWatch Alarm SNS Topic I 1 CloudWatch Alarm SNS Topic I

] : : ] :
I I I O — . ! — ;

| ——— 5 [ —— ;
CloudWatch Alarm SNS Topic 1 CloudWatch Alarm SNS Topic :

AWS Account

K

Email

AWS Account




SNS dashboard

| sNS dashboard 4
Topics
Common actions

<

Subscriptions

o

Publish message

Create subscription
Subscribe an endpoint to a topic to receive messages published to that topic

J Publish a message to a topic or as a direct publish to a platform endpoint

Resources

You are using the following Amazon SNS resources in the us-east-2 region

Topic
Subscriptions

More info

Getting started
Documentation
AP reference
Forums
Service health

1
0

Create new topic

Topic name

Display name

markocloud

My Topic]

A topic name will be used to create a permanent unigue identifier called an Amazon Resource Name (ARN).

i

i)

Subscription ID

Cancel Create topic

snsaasmmoars < 1OPIC details: markocloud
| Topics
Subscriptions Successfully created new topic ‘

Publish to topic Other topic actions ~

Topic ARN am:aws:sns:us-east-2:866117724370:markocloud
Topic owner 866117724370
Region  us-easi-2
Display name  MyTopic
Encryption atrest  Disabled @
Subscriptions
Create subscription Request confirmations Confirm subscription Other subscription actions FoRR 7 ]
Filter
Protocol Endpoint Subscriber




Create subscription

Topic A

Proto

Endpoint

RN am:aws:sns.us-east-2:866117724370:markocloud

col Email

user@example.com|

Cancel Create subscription

snsassmoad | 4« 1OPIC details: markocloud

| Topics

Subscriptions

E

Topic ARN
Topic owner
Region
Display name

ncryption at rest

Subscriptions

Create subscription

Filter

Subscription ID

PendingConfirmation

Publish to topic Other topic actions ~

arm:aws:sns:us-east-2:866117724370:markocloud
866117724370

us-east-2

MyTopic

Disabled @

Request confirmations Confirm subscri

Protocol

email

ption Other subscription actions

Endpoint

user@example.com

Subscriber

~
(¥

o




SNS dashboard | 4
| Topies
Subscriptions

Publish a message

Amazon SNS enables you to publish notifications to all subscriptions associated with a topic as well as

to an individual endpeint associated with a platform application.

Topic ARN amaws:sns.us-east-2:866117724370:markocloud o
Subject i}
Message format @ Raw JSON
Message
JSON message generator
Time to live (TTL) o
Message Attributes key Attribute type ~ value or ["value1", "value2"]

Cancel




JSON message generator

The JSON message generator tool allows you to convert your messages to the
appropriate JSON format.

We have new tuffl

Message
&
[« Email [505 [«|Lambda
[wHTTP [«HTTFS [#SMS
Target platforms [«iC3 Prod [«i0S Dev [«\VoIP Prod
[«VoIP Dev [«MacOs Prod [«MacOs Dev
[« Android [«|Amazon FireQS |«|Baidu

[«[Windows MPNS |«Windows 8.1+

Cancel Generate JSON




Message format

Message

Raw ® JSON

I

L

"default": "We have new stuffl”,

"email”: "We have new stufil”,

"sQs" "We have new stuffl”,

"lambda"; "We have new stuffl”,

"http": "We have new stuffl",

"hitps"™ "We have new stuf”,

"sms" "We have new stuffl”,

"APNS" "Iaps\{\"alert\": \"We have new stuffi\"} 1",
"APNS_SANDBOX""[\aps\"{\"alert\"\"WWe have new stuffl\"}}",
"APNS_VOIP""[\"aps\"-{\"alert"\"We have new stuf"}}",

"APNS_VOIP_SANDBOX": "[\"aps\":{\"alert\": "We have new stuffii"} }",

"MACOS""\"aps\{"alert\"\"We have new stuf"}}",
"MACOS_SANDBOX": "[\aps\"{\"alerf\": \"We have new stuf"} }".
"GCM™ "[ \"data\": { \"message\"; "We have new stuffii" } 1",
"ADM" [ \'data\™ { "'message\" \"We have new stuffl\" } 3",

JSON message generator

SNsaashboars < 1OPICS

| Topics

- Publish to topic Create new topic Actions ~
Subscriptions

Q

Edit topic encryption configuration

Filter
Edit topic display name
Name ARN Subscribe to topic
¥ markocloud IR Confimm a subscription

Edit topic policy

Edit topic delivery policy

Delivery status




SNS dashboard | < |OPICS

ITo pics

Subscriptions Help us improve the new Amazon SNS console by providing feedback.

Q
o

Publish to topic Create new topic Actions -

Edit topic encryption configuration

Filter
Edit topic display name
Name ARN Subscribe to topic
4  markocloud Prasene®  Confirm a subscription

Edit topic delivery policy

Delivery status

Delete topics

Help us improve the new Amazon SNS console by providing feedback.

Basic view Advanced view

Allow these users to publish messages to this topic

& Only me (topic owner)
Everyone
Only these AWS users Comma-separated list of AWS account IDs

Allow these users to subscribe to this topic

& Only me (topic owner)
Everyone
Only these AWS users Comma-separated list of AWS account IDs

Only users with endpeints that match

examples: xample.com” or "http:/fexample.com/™

Using these delivery protocols # HTTP # HTTPS + Email
+ Email-JSON s SMS « Amazon 5QS
# Application + AWS Lamhbda

Cancel Update policy




Help us improve the new Amazon SNS console by providing feedback.

Basic view Advanced view

This view allows direct manipulation of your topic access control policy.

Mote: Editing your access control policy directly may disable this policy editor basic view. As the topic owner, you will always
have full access to the topic, and you may delete the current peolicy and restore the default topic policy at any time.

{
"Wersion": "2008-10-17",
"ld™"__default_policy_ID",
"Statement”: |
{
"Sid": " default_statement |D",
"Effect”: "Allow",
"Principal”: {
"AWS" -
13

Cancel Update policy




Chapter 17: Overview of AWS Lambda

Invoke

Call
I I >
Event Source AWS Lambda External Service
A
1
I
1
1
1
1
I
1
1
Function Code
AWS Lambda X Lambda Functions
Dashboard Your Lambda function "ECSlisterner” was successfully deleted. X
Applications
Functions .
Functions Create function
Layers
Q and attributes or search by keyword 1 &

Function name w Description Runtime v Code size w Last modified v

There is no data to display.




Lambda Functions Create function

Create function

Author from scratch (o]

Start with a simple "hello world" example.

Blueprints

Choose a preconfigured template as a starting point for your
Lambda function.

C &
C__7
=

AWS Serverless Application Repository

Find and deploy serverless applications published by AWS,
AWS partners, and other developers.

Dy
= |




Author from scratch inio

Name

helloworld

Runtime
You can select a supported AWS Lambda runtime or provide your own runtime as part of the function deployment package or Lambda layer after creating the function.

Node.js 8.10 v

Role
Defines the permissions of your function. Note that new roles may not be available for a few minutes after creation. Learn more about Lambda execution roles.

Choose an existing role v

Existing role
You can use an existing role with this function. Lambda must be able to assume this role, and the role must have Amazon CloudWatch Logs permissions.

lambda_basic_execution v

Cancel Create function

Loims o Remins = ko ARN - arn:aws:lambda:us-east-2:866117724370:function:hellowerld (3
helloworld Throttle | | Qualifiers ¥ | ‘ Actions ¥ v
@ Congratulations! Your Lambda function "hellowerld" has been successfully created. You can now change its code and configuration. Choose Test to iNpuE 3 test event when you want to test your function b
Configuration Monitoring

¥ Designer

Add triggers 29
Choase a trigger from the list . \ helloworld
below to add it ta your function, i)
£23 layers ()
API Gateway =
AWS loT Add triggers from the list on the loft {a Amazon CloudWatch Logs

Application Load Balancer
Resources that the function's role has access to appear here
CloudWwatch Events

CloudWatch Logs

CodeCommit




Function code inio
Code entry type Runtime Hanmdler Info
Edit cade inline v Modejs 8.10 v index.handler
. . - — - L]
i File Edit Find ‘View Goto ools  Window s ﬁ
= - hellowarld - | index. js x
E .
5 | N0 1 exports.handler = function(event, context) {
= 2 context.succeed( 'Hello, World!');
i ER H
Environment variables
You can define ervironment variables as key-value pairs that a ssible from your function code. These are useful to store configuration settings without the need to change function code. Learn more.

® Encryption configuration

Tags

You can use tags to group and filter your functions. A tag consists of  case-s

ensitive key-valus pair. Learn more.

Execution role

Defines the permissions of your function. Mote that new n
minutes after creation. Learn more about Lambda execution roles.

Choose an existing role

Existing role
‘You can use an existing role with this function. Lambda must be able
role must have Amazon CloudWatch Logs permissions.

lambda_basic_execution

=5 iy mot b

le for a few

ssume this role, and the

v

Basic settings

Description

Memory (MB) Info
Your function is allocated CPU proportionsl to the memory configured.

0

Timeout Info

128 MB

0 min | 3 sec




Network

Wirtual Private Cloud (VPC) Info

Debugging and error handling

OLQ resource  Info

Choose a VPC for your function Chuoose the AWS service to send the event payload re exceeded.
Mo WPC Mone v
Enable active tracing Info
Concurrency Auditing and compliance

Unreserved account coneurrency 1000

© Use unreserved account concurrency

Reserve concurrency

AWS CloudTrail can log this function's invocations for operational and risk auditing, governance, and
compliance. Get started on the CloudTrail console.

Lambda Functions helloworld
helloworld
Configuration Menitoring

CloudWatch metrics at a glance

Invocations
100
05
0
1430 15:00 15:30 16:00

@ Invocations

1830

17:00

ARN - arn:aws:lambda:us-east-2:866117724370:function:helloworld

Throttle | [ qualifiers v | [ actions v v

| View logs in CloudWatch H View traces in X-Ray |

1h 3h 12h 1d 3d 1w cusiom - \Elﬂ

Duration Errors. Availability (%)
100 100 100
o5 05 50.0
0 0 0
1420 1500 1530 16.00 1630 17.00 1430 1500 1530 1600 1630 1700
@ Duration Minimum @ Duration Average @ Duration Maximum @ Erors @ Availability (%)




Chapter 18: Monitoring Resources with
Amazon CloudWatch

Resources that

Other Metrics... |

1
1
1
1
1
1
:
1
SVR2-CPU-Percent !
|
1
|
I
1
1
1

AWS Statistics
Management Console Consumer

use CloudWatch Amazon .
SVR1-CPU-Percent | CloudWatch SNS email
Hrs/Week-Count | Alarm notification

Your Custom ] . LF
data T
——————————————————————————— Available .
Statistics Auto Scaling




CloudWatch

Dashboards

= markocloud
| Alarms

Billing
Events

Rules

Event Buses
Logs

Insights
Metrics

Favorites

© Add a dashboard

Create Alarm Actions ~

Filter: Allalarms v  [Q Search Alarms

State - Name

0 Alarms selected

Select an alarm above

X

Hide all AutoScaling alarms €

~ Threshold

No records found

Config Status

Create new alarm

Metric

Select a metric to alarm on.

Select metric

Alarm details

Provide the details and threshold for your alarm. Use the graph to help set the appropriate threshold.

Name:

Description:

Cancel




Select metric

Markoc'oud CPU usage ih 3h 12h 1d 3d 1w custom - Line - s -
Percent
183
N \/\/\/\_/\ /\
0731
17:45 18:00 18:15 18:30 18:45 19:00 19:15 18:30 19:45 20:00 20015
@ CPUUtilization
All metrics Graphed metrics (1) Graph options Source
All > EC2 > PerlInstance Metrics | Q, Search for any metric, dimension or resource id
Instance Name (32) 4 |nstanceld Metric Name
v Markocloud-env i-0412ecc8bed3bbees CPUUtilization =
Markocloud-env i-0412ecc8bed3bbees MNetworkPacketsin
Markocloud-env i-0412ecc8bed43bbees MetworkCut

-

Cancel Select metric




Create new alarm

Metric # Edit
This alarm will trigger when the blue line goes up to or above the red line for 1 datapoints within 5 minutes

Namespace: AWS/EC2
Metric Name: CPUUtilization
Instanceld: i-0412ecc8bed3bbesb
15.0 InstanceName: Markocloud-eny
Period: 5 Minutes

Percent

Statistic: Awverage
10,0

18:00 19:00 20:00
@ CPUUtilization




Alarm details

Provide the details and threshold for your alarm. Use the graph to help set the appropriate threshold.

Name: | parkocloud CPU utilisatio

Description: ' How much CPU my instance is using

Whenever: CFUUtilization

is: | == v |80

for: 2 @@ ouiof| § |datapoints @

Additional settings

Provide additional configuration far your alarm.

Treat missing data as:  missing r O




Actions

Define what actions are taken whean your alarm changes state.

Motification Delete
Whenever this alarm: | Siate is ALARM v
Send notification to: | Netifications-us-west-2 v | Mewlist Enterlist €9

Email list: awsjgmarkocloud . com o

+ Motification + AutoScaling Action + EC2 Action

Cancel Create Alarm

CloudWatch Actions ~ o % e

Dashboards
Filter: Allalarms ~ Q Search Alarms b4 Hide all AutoScaling alarms @ [€ € 1w1oft1aams 3 3
| Alarms
State - Name ~  Threshold - | Config Status -
OK cpu CPUUtilization >= 80 for 1 datapoints within 5 minutes
oK (1]
Billing
Events
Rules 0 Alarms selected | = |
Event Buses
Select an alarm above
Logs
Insights
Metrics
Favorites

©Q Add a dashboard




| CloudWatch CloudWatch: Overview ~ Time range 1h 3h 12h 1d 3d 1w custom - Actions = e
Dashboards
markecloud 4 All resources -
Alarms
Alarms by AWS service @ Recent alarms @
OK (2] Services awsec2-i-0a1d969d48c2i... @& cpu ]
Billing stat Al \sulticient | 0K Count Percant
us larm nsufficien
Events 100 ——— L R —— - —
StatusCheckFailed == 1 for 2 dat CPUUKilization >= 80 for 1 datapo...
Rules @ EC2 - - 2 05
Event Buses © Classic ELB - - - P—_— ores AA A A
Logs 21:00 2200 2300 21:00 2200 23:00
© CloudWatch Logs
Insights @ StstusCheckFailed @ CPUUtization
Metrics © ElastiCache
B © Elastic Beanstalk
o © Elastic Block Store
©Add a dashboard
@ RDS
@ Ss3
© Simple Notification Service
e

Simple Queue Service -

Cross service dashboard @

The cross service dashk efrics from each of

aggregates key

ount. View cross service dashboard

CloudWatch: Overview ~ Time range 1h 3h 12h 1d 3d 1w custom - Actions v - |-
Overview

All resources )
Cross service dashboard

CloudWatch Logs

Alarms by Recent alarms @
Services ElastiCache
Status SRR Alarm Insufficient | OK
Elastic Block Store
& CloudWatcl
RDS
©@ EC2
SRl  Simple Notification Service
Elastic Bea i ( :rvi ere
e SEIE Y EmETRRIELE Leam more about CloudWaich Alarms
& Elastic Block Store
@ RDS
@ 53
© Simple Notification Service
© Simple Queue Service

Cross service dashboard @
b gregates key
Default dashboard @

Name any CloudWatch d

nt. View cross service dashboard

CloudWatch-Default to di y it here. Create a new CloudWatch-Default dashboard




CloudWatch

| Dashboards

Billing
Events

Rules

Event Buses
Logs

Insights
Metrics

Dashboards

Alarms P Create dashboard

Name

Additional Information

Getting Started Guide

Documentafion

Favorite Last updated (UTC) Forums

“ou have no CloudWatch dashboards. Please create a dashboard.

Report an lssue

Add to this dashboard

Create new dashboard

Dashboard name:

markocloud| l

Cancel ate dashboard

Select a widget type to configure and add to this dashboard.

@) —

Line
Compare metrics over
fime

11 Aa
©

) ®

Stacked area Number Text
Compare the total over Instantly see the latest Free text with
time

value for a3 metric markdown formatiing

S

Query results
Explore results from
Logs Insights

Cancel




Add metric graph

Untitled graph

0E
05
04

0z

All metrics

252 Metrics
EBS

18 Metrics

Logs

4 Metrics

17:20 1725

1h  3h

12h 1d 3d

1w custom - Line

Your CloudWatch graph is empty.

Select some metrics to appear here.

1730 1735

[17]

EC2

43 Metrics

RDS

216 Metrics

Graphed metrics

17:40 1745 17:50

Graph options

ElastiCache

246 Metrics

53

6 Metrics

Source

ElasticBeanstalk

1 Metric

SNS

4 Metrics

Cancel ]

Q

17:55 1200 18:05 1810 1815 18:20

Y

18:25




Add metric graph

Q

Untitled graph 1ih 3h 12h 1d 3d 1w custom - | Line -

Various units

304

187

oz e ~.=_H_M —— /7<\

17:45 17:20 17:26 17:30 17:35 17:40 17:45 1750 1T:55 18:00 18:05 1810 1845 12:20 12:25 1830 1835 18:40 13:45 1350 12:55 10:00 19:05 1€:10 1€:15
@ i-0412ecc8be43bbes!

(Markocloud-env) CPUUtzation ) i-0412eccBbed3bbeed (Markocloud-e:

PUCreditBalance ) i-021d960d48c2fb008 (markocioud.com) CPULMilzation

All metrics Graphed metrics (3) Graph options Source

All > EC2 > Per-Inslance Melrics | Q

Instance Name (32) a Instanceld Metric Name
markocioua.com IFUa 109050450000 NETWOTKH aCKetsin N
markocloud.com i-0a1d969d48c2fb006 MNetworkin
markocloud.com i-0a1d969d483c2fb006 DiskReadOps
o markocloud.com i-0a1d969d48c2fb006 CPUUtilization
markocloud.com i-0a1d969d48c2fb006 NetworkPacketsOut
markocloud.com i-0a1d969d483c2fb006 CPUCreditUsage
-

Cancel

CloudWatch
markocloud - Add widget Actions = Save dazhboard th 3h 12h 1d 3d 1w custom - e
| Dashboards

+ markocloud - .
4 CPUCreditBalance, CPUUtilization
Alarms
Varigus units
204 P

Billing 187
Events

Rules 0023

Event Buses 18:00 19:00 20:00
Logs @ i-0412eccibed3bbeed (Markocloud-eny) CPUUtzation

Insights B -0412eccdbed3bbest (Markacloud-env) CPUCreditBalar

B i-0=21d9508d42e2008 (markocloud.com) CPUUization
Metrics




CloudWatch

markocloud - Add widget Actions - Save dashboar 1ih 3h 12h 1d 3d 1w custom - ]
| Dashboards
* markocloud 4 . s - . 3
CPUCreditBalance, CPUUtIlization CPUUtIlization, CommitLatency, Select... VolumeWwnteOps
Alarms
iarious units iarious units
308
S . e
Biling . Volume\WriteOps
Events 805 )
P Queries
Rules 0023 NG
Event Buses 18:00 19:00 20:00 A 5 0 ?
e L L N s
Logs @ -0412ecc8be43bbess (Markocioud-nv) CPUUtzation 143 = /s
Insights 1 i-0412eco8bed3bbees (Markocloud-anv) CPUCHeditBalar 18:00 12:00 20:00
@ -021d958048c2006 (markocloud.com) CPUUtlization @ CommitLatency @ CPUUtEzstion @ Sebectlatency Cuaries
Metrics
CloudWatch: EC2 ~ Time range 1h 3h 12h 1d 3d 1w custom - Actions ~ =
All resources ~ | Senics dashboard -
ALARM @ INSUFFICIENT DATA @) ok @
CPU Utilization Average Disk Read Bytes Average Disk Read Ops Average
Percent Bytes Count
193 1.00 1.00
08.86 05 05
0033 0 ]
17:30 18:00 18:30 19:.00 1830 20:00 17:30 18:00 18:30 18:00 1830 20:00 17:30 18:00 183:30 19:00 16:20 20:00
@ markecloud.com @ Markocloud-env @ markecloud.com @ Markecioud-eny @ markccloud.com @ Markocloud-env
Disk Write Bytes Average Disk Write Ops Average Network In Average
Bytes Count Bytes
1.00 1.00 g3.2m
05 05 41.6M
o 0 201k A
17:30 18:00 18:30 18:00 18:30 2000 17:30 18:00 18:30 18:00 18:30 2000 17:30 18:00 18:30 10:00 18:30 20:00

@ markacioud.com () Markocioud-env

@ markocioud com @ Markacloud-env

@ markocioud.com @ Markocioud-env




CloudWatch
Ec2 - Add widget Actions ~ Save dashboard
| Dashboards
Ec2 S . .
4 CPUUtilization DiskWriteOps, Networkin, Netw. ..
Alarms
Percant Bytes
145 87 6M f I
oK (2] | Fl I
Billing - a1 41.3M | | | [
Events I | || |
Rules 5 QL
Event Buses 0.086 =i 22:00 2300 00:00
Logs z2:00 23:00 00:00
. ~-0412eccibed3bbea’d (Markocloud-emy) ~0a1d258d48c2fb008 (markocloud. com) Disky
Ingights {
B i-021d258d48c2b008 (markockoud.comn) B -0412eccined3bbesd (Markocioud-env) Metwn
Metrics

EC2 Dashboard = ;
[EULLO LSRN | Connect | Actions v N o d
4 _ A4 O

Events
Tags Q Filter by tags and attributes or search by keyword 9 1to20f2
Reports —
Name ~ Instance ID ~ Instance Type -~ Availability Zone ~ Instance State - Status Checks - Alarm Status}
Limits
@  markocloud.com i-0a1d969d48c2fh006  t2.micro us-east-2b @ running & 22checks ... None
Markocloud-env i-0412ecc8bed3bbees  t2.micro us-east-2c @ running & 2/2 checks ... & OK
Instances
Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts
Capacity 3
Reservations
Instance: || i-0a1d969d48¢2fb006 (markocloud.com) Public DNS: ec2-18-221-200-117. t-2.compute. .com _N ==
IMAGES
AMIs Description Status Checks Monitoring Tags

Bundle Tasks
Status checks detect problems that may impair this instance frem running your applications. Learn more about status checks

ELASTIC BLOCK
STORE Create Status Check Alarm

Volumes




Create Alarm

X
-
*You can use CloudWatch alarms to be notified automatically whenever metric data reaches a level you define.
To edit an alam, first choose whom o notify and then define when the notification should be sent
# Send a notification to: [Notfications-us-west-Z (aws@markoclou ¥ | create topic Status Check Failed [Any) Count
[ Take the action: Recover this instance (1) 1 Bi.021d969d48¢2M0006
Stop this instance (1) 0.75
Terminate this instance (i) 05
Rehoot this instance (1) 0.25
0 —— e
= M0 M0 110
Whenever: | Status Check Failed (An v
(Any) l 16:00 18:00 20:00
Is: Failing
For at least: consecutive period(s) of
Name of alarm: [awsec2-i-0a1d969d48c2fb006-Status-Check-Fa)

Click the alarm to view additional details and options in Amazon CloudWatch (opens in a new window)

» awsec2-i-0a1d969d48c2fb006-5Status-Check-Failed-Any-
Mote: If you created a new SNS5 topic or added a new email address, each new address will

receive a subscription email that must be confirmed within three days. Motifications will only be
sent to confirmed addresses.

Close




CloudWatch [PSTSRAP M | Add to Dashboard | Actions v o %0

All alarms v x Hide all AutoScaling alarms € 1to 2 of 2 alarms
Alarms 4
State Name Threshold Config Status
¥ OK awsec2-i-0a1d969d48c2fh006-Status-Check-Failed-Any- StatusCheckFailed >= 1 for 2 datapoints within 2 minutes

0K 2] OK cpu CPUUtilization >= 80 for 1 datapoints within 5 minutes

Billing
Events 1 Alarm selected =]

Rules

Alarm:awsec2-i-0a1d969d48c2fb006-Status-Check-Failed-Any-
Event Buses

Logs Details History
Insights State Details: State changed to OK at 2019/01/10. Reason: Threshold Crossed: 2
Metrics datapoints [0.0 (10/01/19 21:12:00), 0.0 (10/01/18 21:11:00)] were not awsec2-i-0a1d969d48c2fb006-Status-C... @
grealer than or equal to the threshold (1.0) Count
Description: Crealed from EC2 Console 100
Threshold: StatusCheckFailed »= 1 for 2 datapoints within 2 minutes StalusCheckFailed == 1 for 2 datzpaints vithin 2 min

©Add a dashboard
Actions: In ALARM:» Send message to fopic "Notifications-us-west-2"

(aws@markocloud.com)
Namespace: AWS/EC2 05
Metric Name: StatusCheckFailed
Dimensions: Instanceld = i-0a1d969d48c2fb006 (markocloud.com)
Statistic: Maximum

) . )
Period: 1 minute 0
19:00 2000 21:00
Treat missing data missing
as: @ StalusCheckFailed

——mem—




| CloudWatch
Dashboards
Alarms

oK

Billing
Events

Rules

Event Buses
Logs

Insights
Metrics

tes

© Add a dashboard

4

CloudWatch: Elastic Block Store ~
All resources -
ALARM @@ INSUFFICIENT DATA ) ok D

Read Bytes
‘Various units.

2.46M
1.24M

248k

2200 00:00

1c5 () vol-000T: 7

Write Bytes

Time range 1h 3h 12h 1d 3d 1w custom - Actions
Service dashboard -
Read Ops Total Read Time
Count Various units
243 | 0.003 .
|
I
[l |
122 A 0.001 (
[1/\ |
[RIA
R /|
o : o A~
2200 00:00 01:00 2200 00:00 01:00
@ vol-062532003 12420105 [ vol-000T: o537 @ vol-062532003 12420105 [ vol-00B72080564cE37
Write Ops total Write Time
Count Seconds
275k | 0.004
I
fl
103k I

0.002

o
23:00 00:00 01:00 23:00 00:00 01:00 23:00 00:00 01:00
oo 1c5 il wol-0097: 7 ® vol b3 1ade01cs ) vol-0087: df537 @ vol-062b320031a4201c5 [ vol-00073080561ad537
CloudWatch
EBS - Add widget Actions v Save dashboal 1h 3h 12h 1d 3d 1w custom -
| Dashboards
« EBS q .
markocloud.com Queu... markocloud.com Write... markocloud.com Read...
Alarms
Count Count Count
0.001 3 2.00
oK 1]
Billing
0.001 226 1.00
Ewvents
Rules
Event Buses
Logs o 810 0
9 18:00 21:01 18:00 21:01 18:00 2101

Insights
Metrics

@ VolumeQueueLength

@ VolumeWriteOps

@ VolumeReadOps

Q




| CloudWatch

CloudWatch: Classic ELB ~

@ CPUUtization

Free Storage Space Average

1.00

05

18:30 19:00 19:30 20:00 20:30 21:00
B FreeGiorageSpace

@ Dst=baseConnestions
Freeable Memory Average
Bytes

37aM

3850

e xﬂ/‘/

12:20 19:00 19:30
@ FraezdleMemary

2000 20:30

2100

Time range 1h 3h 12h 1d 3d 1w custom - Actions ~ s
Dashboards
Alarms All resources ~ | Service dashboard -
ALARM @ INSUFFICIENT DATA ) ok @D
oK
Billing Reguest Count Sum Latency Average Backend Connection Errors Sum
Events Count Seconds 100
Rules W0k« + &+ &+ o+ o+ = o+ s s 0.002 *
Event Buses |
05
Logs 0.0k 0.001 . B - ~
Insights ‘ . . J
Metrics 100 o e e - ——— 0.001 —* : . 0
23:00 0zo0 05:00 o200 23:00 0zo0 05:00 0200 23:00 0z00 05:00 o200
ries @ RequestCount @ Latency @ SackendConnectonEmars
© Add a dashboard
Spillover Count Sum Surge Queue Length Average
100 Count
0
05
. 0
o o
2300 00:00 01:00 0200 0300 0400 0500 0300 O7:00 08:00 08:00 10:00 2300 00:00 0100 0200 0300 0400 0500 08:00 0700 0800 000 10:00
@ SpiloverCount @ SurgeCueuslength
CloudWatch -
| CloudWatch: RDS ~ Time range 1h 3h 12h 1d 3d 1w cusiom - Actions ~ =
Dashboards
Alarms All resources ~ | Semvice dashboard -
ALARM @ INSUFFICIENT DATA ) ok @D
oK [z ]
Billing .
Instance metrics
Events
Rules CPU Utilization Average Database Conneclions Sum
Event Buses Pescant Count
Logs 147 100
Insights
Metrics 126 05
orit
108 o
©Add a dashboard 18:30 19:00 18:30 20:00 20:30 21:00 18:30 12:00 18:30 20:00 20:30 2100




CloudWatch
| Dashboards
* RDS

Alarms

OK

Billing
Events

Rules

Event Buses
Logs

Insights
Metrics

es

‘4 Queries

753
401

504

Add widget

‘Save dashboard

1h 3h 12h

]

Actions ~ 1d 3d 1w cusiom -

1830

DML Latency
0.417
0.205

0.172
1530

Commmit Latency

12:45 12:00 10:15 18:45 2000 20:15 20:30 21:00 21115

18:45 18:00 1815 12:30 19:45 20:00

©Add a dashboard 882
o m/\/\/—\
s Ww
18:30 1845 12:00 1815 1930 10:45 20:00 2015 20:30 2045 2100 2115
Throughputs CPUCreditBalance
1.83. 1.17. 23.8
@ SeleciThroughput @ NetworkThroughput CPUCreditBalance
CloudWatch CloudWalch > Log Groups > lawsirdsicluster/markecloud/error > markocloud
Dashboards Expandall @ Row Tedt | 2 | % | @ [~
+ Elasticache <
Alarms
Filter evenis all  2019-01-08 (16:48:18) -
ox Time (UTC +00:00) Message
Billing I 2125.0/00) L e
Events » 16:48:16 190110 16:48:16 server_audit: server_audit_excl_users setfo " =
» 164816 2019-01-10 16:48:16 5866 [Note] RSA private key file not found: /rdsdbdataidbiprivale_key.pem. Some authentication plugins will not work.
Rules »  16:48:16 2019-01-10 16:48:16 5866 [Note] Server hosiname (bind-address): **; port: 3306
Event Buses » 164816 2019-01-10 164816 5866 [Note] IPvS is available.
I Logs » 1648116 2018-01-10 16:48:16 5866 [Note] - - resolves to =",
Insights » 16:48:16 2018-01-10 16:48:16 5866 [Note] Server socket created on IP- "
N » o 16:48:16 2018-01-10 16:48:16 5566 [Note] Event Scheduler: Loaded 0 events AFTER password_expired AFTER Load_from_S3_priv AFTER Select_into_S3_priv
Metrics » 164817 2019-01-10 16:48.17 5866 [Note] /rdsdbbin/oscarbin/mysald: ready for conneclions. Versien: '5.6.10-log’ sockel. ftmp/mysgl.sock’ port: 3306 MySQL Communi
» 164817 2019-01-10 16:48:17 6283 [Waming] You need to use —log-bin lo make --log-slave-updales work.
> 16:48:17 2018-01-10 16:48:17 2b223feBac40 InnoDB: Waming: Setling innodb_checksums to OFF is DEPRECATED. This oplion may be removed in fulure releases. Yo
©Add a dashboard » 164817 2018-01-10 16:48:17 6283 [Note] InnoDB: The InnoDB memory heap is disabled
» 16:48:17 2018-01-10 16:48:17 6283 [Note] InnoDB: Mutexes and nw_locks use GCC atomic builtins
b 16:48:17 2019-01-10 16:48:17 6283 [Note] InnoDB: Compressed tables use zlib 1.2.3
3 16:48:17 2019-01-10 16:48:17 6283 [Note] InnoDB: CPU does nol support crc32 instructions
» 164817 2019-01-10 16:48:17 6283 [Note] InnoDB: Inifializing buffer pool, size = §99.0M
» o 16:48:17 2019-01-10 16:48:17 5866 [Note] /rdsdbbinfoscar/bin/mysqld: ready for connections. Version: '5.6.10-log' socket: 'ffmp/mysql sock’ port: 3306 MySQL Communi
» 164817 2018-01-10 16:48:17 6283 [Waming] You need to use —log-bin to make —-log-slave-updates work.
» 16:48:17 2018-01-10 16:48:17 2b223fe6ac40 InnoDB: Waming: Setting innodb_checksums fo OFF is DEPRECATED. This option may be removed in future releases. Yo
» 164817 2019-01-10 16:48:17 6283 [Note] InnoDB: The InnoDB memory heap is disabled
3 16:48:17 2019-01-10 16:48:17 6283 [Note] InnoDB: Mutexes and nw_locks use GCC atomic builtins
» 164817 2019-01-10 16:48:17 6283 [Note] InnoDB: Compressed lables use ziib 1.2.3
» 16:48:17 2018-01-10 16:48:17 6283 [Note] InnoDB: CPU does not support cre32 instructions
» 164817 2018-01-10 16:48:17 6283 [Note] InnoDB: Inifializing buffer pool, size = 639 0M
» 16:48:18 2018-01-10 16:48:18 6283 [Note] InnoDB: Completed inifialization of buffer pool
» 164818 2019-01-10 16:48:18 6283 [Notel InnoDB: Highest supporied file format is Barracuda v
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©Add a dashboard

4

EIGINETN ElastiCache ~

Time range 1h 3h 12h 1d 3d 1w custom - Actions =
All resources ~ | | Semvice dashboard -
ALARM (@ INSUFFICIENT DATA @) ok @
Host Metrics
CPU Utilization Freeable Memory Average Swap Usage Average

Percent Bytes Bytes

443 B42M 1.00

272 g3zM 05

| —_—
~—t e 2 -\i__*\
100 821 o
19.00 20:00 21:00 19:00 20:00 21:00 18:00 20:00 21:00

@ CPUUt#zation @ FreeableMemory @ SwapUsage

Network Byles In Average Network Bytes Out Average

Bytes

Bytes
203k 125k
228k 105k
5.4k T2k e
18:30 1200 19:30 20:00 2030 21:00 18:30 18:00 18:30 2000 20:30 2100
B NetworkBytesin

@ NetworkBytesOut

{0

CloudWatch
| Dashboards
= Elasticache

Alarms

oK

Billing
Events

Rules

Event Buses
Logs
Insights
Metrics

Elasficache - Add widget Actions - Save dashboard 1h 3h 12h 1d 3d 1w custom -

BytesReadIntoMemcached, BytesUsedForCacheltems, BytesUsedForHash, BytesWrittenOutFromMemcached

286. 70. 924. 5.46.

B By =l =d B EytesUsedForC: B SytesUsedForHash B Sytes\WhittenDutFromiemca. .
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Event Buses
Logs

Insights
Metrics

es

© Add a dashboard

CloudWatch: Simple Queue Service ~

All resources -

Approximate Number Of Messages Delaye .

Time range

Service dashboard -

Approximate Number Of Messages Not Visi

1h 3h 12h 1d 3d 1w cusiom - Actions ¥ =

Approximate Number Of Messages Visible ...

Count Count Count
100 100 100
05 05 05
o o o
11:00 1700 2300 05:00 11:00 11:00 1700 2300 05:00 11:00 1:00 17:00 23:00 05:00 11:00
@ ApproximateNumberOfMess agesDelayed

Approximate Age Of Qldest Message Average
Seconds

100

17:00 2300 05:00 11:00
@ ApproximateAgeOfOidestMessage

@ ApproximateNumberOfiessagesMotyisle

Number Of Empty Receives Average
Count

05

1:00 17:00 23:00 05:00 11:00
@ MNumberOfEmptyReceives

@ ApproximateNumberOfMesszgesiisle

Sent Message Size Average

1.00
05
0
1:00 17:00 23:00 05:00 11:00
@ SentMessageSze

S

© Add a dashboard

Number Of Messages Published Sum
Count

200

S

1.00

o107 onge ottt
@ Notfications-us-west-2 @ markocloud

| Cloudwatch CloudWatch: Simple Notification Service ~ Time range 1h 3h 12h 1d 3d 1w custom - Actions ~ 5]
Dashboards
= Elasticache All resources ~ | Service dashboard -
Alarms
ALARM @ INSUFFICIENT DATA ) ok @
OK (2] Number OT Notifications Delivered Sum Number Of Notifications Failed Sum
Billing Count Count
Events 200 . 500
Rules 7 _//
Event Buses 200 .
Logs -
Insights oo — . / .
Metrics 0108 o107 01108 at0g ot o1 o1z 0108 o107 01108 o0 ot o111 o1z
@ Notfications-us-west-2 @ markecioud

@ Notfications-us-west-2 @ markecloud

Publish Size Average
Bytes
163k

634 .
o107 otiog ottt
@ Notficstions-us-west2 @ markacioud

SMS Success Raie Sum

1.00

05

o107 otiog ottt
@ Notficstions-us-west2 @ markacioud




CloudWatch: Elastic Beanstalk -

Time range 2019-01-10 {17:30:00) - 2019-01-10 (23:59:59) - Actions - S
All resources - Service dashboard -
ALARM D INSUFFICIENT DATA D ok @
Environment Health Average
Count
300
B /\ /\
] |
17:30 18:00 18:30 12:00 18:30 20:00 20:30 21:00 21:30 z2:00 22:30 23.00 2330 00:00
@ EnvironmentHealth
Application Requests 2 Xx Ave.. Application Requests 3 Xx Ave... Application Requests 4 Xx Ave... Application Requests 5 Xx Ave...
1.00 1.00 1.00

1.00

20:00 23.00
@ AppiicationRequests B

20000 2200 20:00 22:00

@ ~ppiicationRequestsd

20:00 2200

@ 2ppiicationRequestsdec @ 2pplicstionRequesissio:

CloudWwatch Billing Alarms Additional Info
Daszhboards - . y . y . -
No billing metrics found. To get started, please visit the Account Billing console, click Preferences in the left navigation pane, and check the Receive Billing Getting Slarted Guide
eb 4 Alerts box. If you recently updated your preferences, please wait a few moments and refresh this page. Monitoring Scripis Guide
Alarms Ovenview and Features
How to Monitor Your AWS Charges Documentation
Amazon CloudWatch can help you monitor the charges on your AVWS bill by sending you email alerts when charges exceed a threshold you define. Forums
Once you update your preferences in the Account Billing console, you will begin receiving Amazon CloudWatch metrics that reflect your month-to-date AWS Report an Issue
Billing charges. Then, you can create a billing alarm by specifying a spending threshold and an e-mail address fo notify. Learn more about billing alerts
Events

You get 10 free alarms and 1,000 free e-mail notifications each month as part of the AWS Free Tier.




Dashboard

Bills

Cost Explorer
Budgets

Reports

Cost Allocation Tags
Payment Methods
Payment History
Consolidated Billing

Preferences (2]
= Billing Preferences

Receive PDF Invoice By Email
Turn on this feature fo receive a PDF version of your invoice by email. Invoices are generally available within the first three days of the month.

Digable credit sharing
When credit sharing is disabled, credits will only be applied to the credit owner's account, and will not be shared across accounts in the same billing family. Dowmload
credit sharing preference history.

# Rl dizcount gharing &

Prefi
Telerences v Cost Management Preferences
Credits
Tax Setfings Receive Free Tier Usage Alerts
Turn on this feafure fo receive email alerts when your AVWS service usage is approaching, or has exceeded, the AWS Free Tier usage limits. If you wish fo receive these
alerts at an email address that is not the primary email address associated with this account, please specify the email address below.
Email Address:
| Receive Billing Alerts
Turn on this feature fo monitor your AWS usage charges and recurring fees automatically. making it easier to track and manage your spending on AWS. You can set up
billing alerts o receive email notifications when your charges reach a specified threshold. Once enabled, this preference cannot be disabled. Manage Billing Alerts or try
the new budgets feature!
Receive Billing Reports
Turn on this feature to receive ongoing reports of your AWS charges once or more daily. AWS delivers these reports to the Amazon 3 bucket thal you specify where
indicated below. For d billing . AWS reports only for paying accounts. Linked accounts cannot sign up for billing reports.
Save to 53 Bucket: Verify
Save preferences
Cloud/afch Billing Alarms
Dashboards . . i
Amazon CloudWatch can help you monitor the charges on your AVWS bill by sending you email alerts when charges exceed a threshold you define
&b
1 Once you update your preferences in the Account Billing console, you will begin receiving Amazon CloudWatch metrics that reflect your month-to-date AWS
I Alarms charges. Then, you can create a billing alarm by specifying a spending threshold and an e-mail address to nofify. Learn more about billing alerts

You get 10 free alarms and 1,000 free e-mail nofifications each month as part of the AWS Free Tier.




Create new alarm

Metric # eqit
This alarm will trigger when the blue fine goes above the red line for 1 datapoints within 8 hours

AWS Billing consale

Count
Getting stared with billing alarms

5 - ——————————————————— — ——————————
00 EstimatedCharges = 50 for 1 datapoints within & h...
40.0

0.0

0.0

10.0

0107 01:09 0111
@ EstimatedCharges

Billing alarm

“fou can create 3 billing alarm to recsive e-mail alerts when your AWS charges exceed a threshold you choose. Simply:
1. Enter a sp=nding threshaold
2. Provide an email address
3. Check your inbox for 2 confimation email and click the link provided

When my total AWS charges for the month
exceed: 50| UsSD

send a notification to: aws@markocloud.com

Reminder: for each address you add, you will receive an email from AWS with the subject "AWS Notification - Subsenption Confirmation”. Click the link




Select metric
Untitled graph 1h 3h 12h

Count

0.0z

0o

01/05
@ Estmat=dCharges

01/08 D1/08

All metrics Graphed metrics (1)

Al

23 Metrics
By Linked Account and Service

11 Metrics

By Service
10 Metrics

id 3d 1w custom -

0107

Graph options

Biling | L Search for any metric, dimension or r

Lime -

o7 0108 0108 0109

Source

By Linked Account
1 Metric

Total Estimated Charge
1 Metric

Q

o'oe




Select metric

Untitled graph

Count
0.01
0.005
o
01:05 01/08 01/08 0107 oo [
@ Estimat=dCharges @ AmazonEC2
All metrics Graphed metrics (2) Graph options
Al > Biling > By Sewice Q Sesrch for any metric, dimension
ServiceName (10) Currency
AmazonCloud\Watch usD
AmazonEC2 usD
AmazonElastiCache usD
AmazonRD3 usD
Amazon53 uso
AmazonSN5 uso
AWSConfig usD
AWSDataTransfer usD
R — e

1th 3h 12h 1d 3d 1w custom -

01/08 0108 0108 0110 0110

Metric Name

EsfimatedCharges
EsfimatedCharges
EstimatedCharges
EsfimatedCharges
EsfimatedCharges
EsfimatedCharges
EsfimatedCharges

EsfimatedCharges

Erbimm b e

Line

o o111

Cancel

Q

o1z




Confirm new email addresses

Check your email inbox for a message with the subject "AWS Notification - Subscrption
Confirmation” and click the included link to confirm that you are willing to receive alerts to that

address. AWS can only send notifications fo confimed addresses

Waiting for confirmation of 0 new email address

@ aws@markocloud.com

Maote: You have 72 howrs o confirm these email addresses

| will do it later

E:SL:ﬂ;Uard: I V Your alanm BillingAlarm has been saved. -
eb L] =
| Alarms ffions o e
Filter: All alarms v Q, AWS/Billing x Hide all AutoScaling alarms € € € 1ho1or1amme 3 P
INSUFFICIENT @) State - Name - | Threshold «| Config Status
INSUFFICIENT_DATA BilingAlarm EstimatedCharges = 50 for 1 datapoints within & hours
Billing
Events
Rules
Event Buses
Logs
Insights
Metrics 0 Alarms selected [_ NN =]
Favorites Select an alarm above
Add a dashboard
CloudWatch Add to Dashboard | Actions -]
Dashboards
b « Filter: Al alarms v L AWS/Billing x Hide all AutoScaling alarms € € 4 1hoiortslame
I Alarms State = Name = Threshold - Config Status
¥ 0K BillingAlarm Estil “harges = 50 for 1 within & hours
oK (1]
Biling 1 Alarm selected [— =]
Events .
Rules Alarm:Billingalarm
Event Buses | Details | History
Logs State Details: State changed to OK 3t 2012/01/12. Reason: Threshold Crossed: 1 datapaint [0.01
Insights (12/01/18 D5:17:00]] was not grester than the threshold (50.0) BillingAlarm ]
Metrics Description: Count
Threshold: EstimatedCharges = 50 for 1 datapoints within 6 hours 00 -
Favorites Actions: In ALARM= Sand massage to topic "NatifyMe" (sws@markeclaud.com) EstimatedCharges > 50 for 1 datapaints within & hours
© Add a dashboard Namespace: AWS/Billing
Metric Name: EstimstedCharges
Dimensions: Currency = USD 250
Stati: Masdmum
Period: & hours
Treat missing data missing
a5 001 -
Percentiles with evalusts ovor e fm
low samples: @ EstmatzdCharges

View in metrics




Chapter 19: Understanding Elastic
Beanstalk

,]' Elastic Beanstalk markocloud-env = Create New Application
All Applications > markocloud-env Actions ~
Environments
MarkocloudEnv-env MarkocloudEnv-env-1 MarkocloudEnv-env-2

Application versions

Saved conﬁgurations Environment tier: \Web Server Environment tier: Web Server Environment tier: Web Server
Platform: Python 3.6 running on 64bit Amazon Platform: PHP 7.2 running on 64bit Amazon Linux/2.8.6 Platform: Java 8 running on 64bit Amazon Linux/2.8.0
Linux/2 8.0 Running versions: Sample Application Running versions: Sample Application
Running versions: Sample Application Last modified: 2019-01-23 13:43:02 UTC+0530 Last modified: 2013-01-23 19:05:59 UTC+0530
Last modified: 2016-01-23 18:36:117 UTC+0530 URL: MarkotloudEnv-env-1 jdadrip3ip us-west-2 elastic_ URL: MarkocloudEnv-env-2 jdadrtplip us-west-2 elastic

URL: MarkocloudEnv-env jdadrip3ip.us-west-2 elasticbe.

,]" Elastic Beanstalk markocloud ~ Create New Application

All Applications » markocloud

Settings Delete Deploy Upload # Refresh
Environments

App\ication Versions Version Label Description Date Created Source Deployed To

Saved con"igurat\cns green 2019-01-17 11:22:02 UTC-0500 2019017rz6-application zip

blue 2019-01-17 11:19:23 UTC-0500 2019017CUv-application_zip Markocloud-env

Sample Application 2019-01-17 11:15:50 UTC-0500 Sample Application Markocloud-env-1, Markocloud-env-2
,!" Elastic Beanstalk markocloud = Create New Application

All Applications » markocloud

Delete Load Launch environment
Environments

Application versions Configuration Name Last Updated Solution Stack Description

Saved configurations markocloud-green 2018-01-17 11:22:47 UTC-0500 64bit Amazon Linux 2018.03 v2.7.7 running Python 3.6




_.' Elastic Beanstalk Create New Application

Welcome to AWS Elastic Beanstalk

With Elastic Beanstalk, you can deploy, monitor, and scale an application quickly and
easily. Let us do the heavy Iifting so you can focus on your business.

MobieBackend Aenara =
fa— — —— G To deploy your existing web application, creale an applicalion source bundle and then
e create a new application. If you're using Git and would prefer to use it with our command line
P 53_6 148K 650/0 354KB 1 2K tool, please see Getting Started with the EB CLI
- L T e e owactes To deploy a sample application, click Get started, choose a name, select a platform and
— wwams | click Create app.
ety D e 5 By launching the sample application, you allow AWS Elastic Beanstalk lo administer AWS

/\/‘-\ /\—/4 resources and necessary permissions on your behalf. Leam more
“aomomonom oo BB oz onom o= Get started

Get Started in Three Easy Steps

Select a Platform Upload an Application or Use a Sample Run it!




_r Elasfic Beanstalk

Create a web app

Create a new application and environment with 3 sample application or your own code. By creating an environment, you allow AWS3 Elastic
Beanstalk to manage AWS resources and permissions on your behalf. Learn more

Application information

Application name

Base configuration

Platform

Application code

markocioud

Up to 100 Unicode characters, not including forwan

d slash ().

-- Choose a platform — v

— Choose a platform —
Generic
Docker
lulti-container Docker
Precenfigured
Elastic Beanstalk Packer Builder
Go
MET (Windows/115)
Java
MNode js
Ruby
PHP
Tomcat
Preconfigured — Docker
GlassFish
Go
Python

configuration options.

copy one from Amazon 53,

Cancel Configure more options

Create application




_r Elastfic Beansialk

Create a web app

Create a new applicaticn and environment with a sample application or your own code. By creating an environmend, you allow AWS Elasiic
Beanstalk to manage AWS resources and permissions on your behalf. Learn more

Application information

Application name markocloud

Up to 100 Unicode characters, not including forward slash /).

Base configuration

Platform | Python T

Choose Configure more optiens for more platform configuration options.

Application code & Sample application

Get started right away with sample code.

® Uplead your code

Upload a source bundle from your computer or copy one from Amazon 53

X Upload | ZIF or WAR

Cancel Configure more options

Create application

Upload your code

Upload a source bundle from your computer or copy one from Amazon S3.

Source code origin @ ® Local file

[Maximum size 512 ME)

: Ma file chosen
& Public 53 URL

hitps_fis3. amazonaws.com

Version label markocloud-source

Unique name for this wersion of your application code.




_r Elasfic Beanstalk markocloud ~

Configure Markocloud-env-1

Create New Application

Start from a preset that matches your use case of choose Cusfom configuration to unset recommended values and use the service's default values.

Configuration presets ® Low cost (Fres Tier sligible)
& High availability

@ Custom configuration

Platform Python 3.6 running on G4bit Amazon Linux/2 7.7 Change platform configuration

Software Instances Capacity
WS X-Ray: disabled ECZ instance type: t2.micro
Rotate kogs: dizabled (default) ECZ image ID: ami-0601b04dB2dd34c33 Modify
Log streaming: disabled {default) Root volume type: container default
‘Baatic files: 1 Root volume size (GB): container default
Enwironment properties: 0 Root volume 10PS: container dafault
\dity Security groups: none
Madify
Load balancer Rolling updates and deployments

This configurafion does nof contain & load balsncer Deployment policy: All at ence

Ruolling updates: disabled

Modify

Environment type: single instance

Security

Service role: aws-glasticbeanstalk-service-role
Wirtual machine key pair: -
\irtuzl machine instance profile: aws-elasticheanstalk-acl-role

Modify




_r Elastic Beanstalk markocloud =

Modify instances

Instance type

Choose an instance type that best matches your workload reguirement.

Instance type  |t2.micro v

AMIID | ami-0001b04d82dd34:33

Root volume (boot device)

Root volume type | (Contsiner defaul) v
Size GH
The number ul’q ;i!:i‘.h:“‘.— of the raoi volume stlached o each instance

IOPS 100 IOPS

Inputioutpul aperations per second for a provisoned KPS (S50) valume
EC2 security groups
Group name Group 1D Name
sg-
awseb-e-xdrgpddnjj-stack-AWSEBSecurityGroup-1H4TSUTBJQ2GEN 0738bb3f8ded | Markocloud-env
abfaf
default Eg-cTeT 1985




_r Elastic Beanstalk markocloud -

Modify security

Service role
Semvice role | aws-elasticheanstalk-service-role v
Virtual machine permissions

EC2 key pair |- Choose a key pair - v

IAM instance profile | aws-slasticheanstalk-ec2-role v

Q

Q

Q

MOI"IitOﬁI'Ig Managed Up'd ates Motifications
Health reporting system: Enhanced Manaped updates: disabled Ernail address: -
pnore HTTP 4w disabled Wadify Wadify
Health event kog streaming: disabled
Madify
MNetwork Database TEIQS
This environmenf is nof parf of a VPG Engine: — Tags: none
Modify netance class: — Modiy
Storage (GB): -
Mult-AZ: -
Modify




,!‘ Elasfic Beanstalk markocloud = Create New Application

All Applications > markocloud » Markocloud-env (environmentiD: e-

Leam More

Creating Markocloud-env
o = Getf started using Elastic Beanstalk

This will fake a few minutes... Modify the code
Create and connect to a database
10:49am Using elasticheanstalk-us-east-1-85611 E zon 53 storage bucket for environment data. Add a custom domain
10:48am createEnvironment is starting.
Featured

Create your own custom platform

Command Line Interface (v3)

Installing the AVWS EE CLI
EE CLI Command Reference

‘l' Elastic Beanstalk markocloud ~

All Applications > markocloud > Markocloud-env (Eenvironmentip: edropsen, URL: I sy smsrpsz5% us-sast 1 slasiicheanstalk com ) Actions ~
< Refresh
Dashboard Overview ~
Configuration . .
Health Running Version Configuration
Logs Ok Sample Application Python 3.6 running on 64bit
Amazon Linux/2 7.7
Health Causes Upload and Deploy -
Change
Monitoring
Alarms
Recent Events Show All
Managed Updates
Events Time Type Details.
Tags 2019-01-17 10:52:21 UTC-0500 INFO Environment health has transitioned from Pending to Ok. Initialization completed 22 seconds ago and took 2 minutes.
2019-01-17 10:51:45 UTC-0500 INFO Successfully launched environment: Markocloud-env
2019-01-17 10:51:44 UTC-0500 INFO Application available at Markocloud-env amsrpsz5f6 us-east-1 elasticheanstalk.com
2019-01-17 10:51:21 UTC-0500 INFO Added instance [i-0972ca28c3d0adfcl] to your environment.

2019-01-17 10:51:20 UTC-0500 INFO Wiaiting for EC2 instances to launch. This may take a few minutes.




& 3 @ (@ Notsecure | markocloud-env.amsrpsz5f6.us-east-1.elasticheanstalk.com

Congratulations

Your first AWS Elastic Beanstalk Python Application is now running on your
own dedicated environment in the AWS Cloud

AWS Elastic Beanstalk overview

AWS Elastic Beanstalk concepts

Deploy_a Django Application to AWS Elastic Beanstalk
Deploy a Flask Application to AWS Elastic Beanstalk

Working with Logs




Base configuration

Platform @& Preconfigured platform

Platforms published and maintained by AWS Elasfic Beanstalk.
Python v

Custom platform

Platforms created and owned by you. Learn more

-- Choose a custom platform — v

Application code © Sample application

Get started right away with sample code.

@ Existing version

Application versions that you have uploaded for markocloud.

-- Choose a version — v

-- Choose a version --

green ,_L one from Amazon S3.

™ T ™

£ Upload | ZIP or WAR

Cancel Configure more options Create environment
J Elastic Beanstalk | markodloud ~ Create New Application
All Applications > markocloud Actions ~
Environments Markocloud-development Markocloud-production Markocloud-test

Application versions

Saved configurations

Environment tier: Web Server

Platform: Python 3 6 running on 64bit Amazon Linux/2 7.7
Running versions: green

Last modified: 2019-01-18 11:03:33 UTC-0500

Environment tier: Web Server

Platform: Python 2.7 running on 64bit Amazon Linux/2 7.7
Running versions: biue

Last modified: 2019-01-18 11:04:24 UTC-0500

URL: us-east 2

Environment tier: Web Server

Platform: Pyihon 3 4 running on 64bit Amazon Linux/2 7.7
Running versions: biue

Last modified: 2019-01-18 11:03:59 UTC-0500

URL: production uzkf3s2eg4 us-east-

URL: fest uzkf3s2egd us-east-2 elasticbeanstalk com




,r Elastic Beanstalk markocloud ~

All Applications » markocloud

Environments
Application versions "
Version Label

Saved configurations
green

blue

Sample Application

Description Date Created

2019-01-17 11:22:02 UTC-0500

2019-01-17 11:19:23 UTC-0500

2019-01-17 11:15:50 UTC-0500

Create New Application

Settings Delete Deploy Upload = Refresh

Source Deployed To

2019017 rz6-application.zip

2019017 CUv-

prlication zip Markocloud-en

Sample Application Markocloud-env-1, Markocloud-env-2

Lifecycle policy

Lifecycle rule

Retention

Service role

Application version lifecycle settings

Configure a lifecycle policy to limit the number of application versions to retain for
future deployments. This policy will not delete application versions that are currently
deployed or are in the process of being created. Learm more

# Enable

i Set the application versions limit by total count
50 Application Versions

@ Set the application versions limit by age

30 1 |days

Retain source bundle in 53 r

aws-elasticheanstalk-service-ro v




Amazon Route 53
DNS Endpoint

AWS Region

N\ 4

Amazon Route 53
DNS Endpoint

Amazon RDS
Multi-AZ

@ f
B B
// (Iive))

WS

Amazon RDS
Multi-AZ




Chapter 20: Automation with the
CloudFormation Service

@ CloudFormation v  Stacks

Console Home

© The redesigned AWS CloudFormation console is available now

We've completely redesigned the console to improve the overall look and feel. Try it out now and provide us feedback.

o

Create Stack | ~ [ET=ilili-Re Design template

Filter: Active~

Create a stack

AWS CloudFormation allows you to quickly and easily deploy your infrastructure resources and
applications on AWS. You can use one of the templates we provide to get started quickly with
applications like WordPress or Drupal, one of the many sample templates or create your own termplate.

You do not currently have any stacks. Choose Create new stack below to create a new AWS
CloudFormation stack.

Create new stack

C

Showing 0 stacks

&

@ CloudFormation ~  Stacks » Create Stack

Select Template
Create stack

Select Template
Specify Details
Options Design a template  Use AWS CloudFarmation Designer to create or modify an existing template. Learn more.
Review Design template

Select a sample template

® Upload a template to Amazen S3

Choose file |SingleCE2 json

Specify an Amazon 53 template URL

Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit

Choose a template A template is a JSON/YAML-formatted text file that describes your stack's resources and their properties. Learn mora.

Cancel

Next




Create stack

Select Template
Specify Details
Options

Review

@ CloudFormation v  Stacks » Create Stack

Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template. Learn mare

Stack name MyECinstance

Parameters

InstanceType | t2micro ¥ | The ECZinslance ype

KeyName ||

 to the instance
ecs-user

Cancel Previous Next

Select Template
Specify Details
Options

Review

@ CloudFormation v  Stacks » Create Stack

Options

Create stack

Tags

You can specify tags (key-value pairs) for resources in your stack. You can add up to 50 unique key-value pairs for each stack. Learn more

maxinmum

Permissions

*You can choose an 1AM role that CloudFormation uses to create, modify, or delete resources in the stack. If you don't choose a role,
CloudFormation uses the permissions defined in your account. Learn more.

IAM Role Choose a role (optional) v

Enter role am




+ Rollback Triggers

Rollback triggers enable you to have AWS CloudFormation monitor the state of your application during stack creation and updating, and to rollback that operation if the application breaches the

threshold of any of the alarms you've specified. Learn more

Monitoring Time @ Minutes

Minimum value of 0. Maximum value of 180

Type
1 AWS::CloudWatch::Alarm

» Advanced

Available triggers remaining: 5

ARN (Amazon Resource Name)

You can set additional options for your stack, like notification options and a stack policy. Learn more

Cancel Previous m

Create stack Review

Select Template Template

Specify Details Template URL

Options Description

Review Estimate cost
Details

Stack name:

InstanceType

KeyName

https://s3 us-east-2 amazonaws.com/cf-templates-1b8Irbele2rx2-us-east-2/2019018Hf2-Single CE2 json
This template creates a t2 EC2 instance using the Amazon Linux AMI in ene of the US regions and allows SSH access.
Cost

MyECinstance

t2.micro
marko




Options

Tags

Mo tags provided
Rollback Triggers

Mo monitoring time provided

Mo rollback triggers provided

Advanced

Notification
Termination Protection Disabled
Timeout none
Rollback on failure Yes

Cuick Create Stack {Create stacks similar to this one, with most details auto-populated)

Cancel Previous Create

@ CloudFormation ¥  Stacks

© The redesigned AWS CloudFormation console is available now
We've completely redesigned the console to improve the overall look and feel. Try it out now and provide us feedback.

o ‘

©  Drift detection now available

Drift detection lets you detect whether a stack’s actual configuration has been changed outside of CloudFormation. To detect drift on a stack, select the stack, and then select Detect drift for current stack from the
Actions menu. Learn more.

Actions ~ Design template c hd

Filter: Active - Showing 1 stack

Stack Name Created Time Status Drift Status Description

@ | MyECinstance 2019-01-18 16:08:53 UTC-0500 CREATE_IN_PROGRE NOT_CHECKED This template creates a 2 EC2 instance using the Amazon Linux ...




@ CloudFormation ~»  Stacks

Create Stack I Actions ~ Design template

Filter: Acti
Stack Name

v MyECinstance

Overview  Outputs

Key
Instanceld

PubliclP

Created Time Status

2019-01-18 16:08:53 UTC-0!

Resources Events Template Parameters

Value
i-08219c870b7172cb6
31736188

Tags

c| =

Showing 1 stack

Drift Status Description

Stack Policy

NOT_CHECKED This template creates a t2 EC2 instance using the Amazon Linux AM...

Change Sets  Rollback Triggers N =N =]

Description Export Name

Instanceld of the newly created EC2 instance

Public IP address of the newly created EC2 instance

@ ecd-user@ip-172-31-40-155:~




Chapter 21: Cloud Orchestration with
OpsWorks

Cookbook App
Repository Repository
...
OpsWorks
Stack

EIastichoad
Balancer Layer

OpsWorks
layers

4’Appllcaltlon App Server App Server *” """"" """""" E

Server :Layer OpsWorks

Database Layer Database Server

B

il

OpsWorks
layers




A

AWS
OpsWorks

¢ AWS
OpsWorks

280 000

Blue Stack Green Stack

ECS Cluster: markocloud
Seftings Recipes Network EBS Volumes Security CloudWatch Logs Tags

Node.js App Server

Settings Recipes Network EBS Volumes Security CloudWatch Logs  Tags

RDS: markocloud

Details ¢

b

Delete Add instance
Instances
Delete [1]
Connect app




