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| Locks and Threads | Time［\％］－ | Time | Waits | 田 |
| :---: | :---: | :---: | :---: | :---: |
| $\square$ pool－1－thread－2 |  | 18，982，567 ms（25．1\％） | 6 | ， |
| ．．${ }_{\text {Cob }}$ java．io．PrintStream（1e78fc6） |  | $18,982,556 \mathrm{~ms}$（ $25.1 \%$ ） | 5 |  |
| － －$_{0}$ java．lang．ref．Reference\＄Lock（60991f） |  | 11.4 ms（0\％） | 1 | 三 |
| ¢ pool－1－thread－3 | － | 5，196，125 ms（6．9\％） | 10 |  |
| －${ }^{\text {col }}$ java．io．PrintStream（1e78fc6） |  | $5,168,033 \mathrm{~ms}$（6．8\％） | 9 |  |
| －． Co $^{\text {java．lang．ref．Reference } \$ \text { Lock（60991f）}}$ |  | $28,092 \mathrm{~ms}$（0\％） | 1 |  |
| ¢ pool－1－thread－39 | I | 3，169，952 ms（4．2\％） | 5 |  |
| －${ }_{0}$ java．io．PrintStream（1e78fc6） | I | 3，169，952 ms（4．2\％） | 5 |  |
| ¢ pool－1－thread－15 | I | 2，990，584 ms（4\％） | 4 |  |
| － $0_{0}$ java．io．PrintStream（1e78fc6） | I | 2，990，584 ms（4\％） | 4 |  |
| －pool－1－thread－10 | I | 2，891，710 ms（3．8\％） | 5 |  |
| －${ }^{\text {col }}$ java．io．PrintStream（1e78fc6） | I | 2，891，710 ms（3．8\％） | 5 |  |
| pool－1－thread－9 | I | 2，833，022 ms（3．7\％） | 4 | － |



| Timeline ${ }^{\text {Table }}$ | Details |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Class Name－Live Allocated Objects |  | Live Bytes ．．．${ }^{\text {V }}$ | Live Bytes | Live Objects | Allocated Ob．．． | Avg．Age | Generations | 田 |
| java．util．Random |  |  | 6，265．．．（40．9\％） | 261，0．．．（49．6\％） | 15，937，406 | 2.0 |  | 5 － |
| int［］ |  |  | 4，800．．．（31．4\％） | 6 （0\％） | 72 | 6.3 |  |  |
| java．util．concurrent．atomic．AtomicLong |  |  | 4，233．．．（27．7\％） | 264，5．．．（50．3\％） | 15，909，058 | 2.0 |  | F |
| java．util．concurrent．LinkedBlockingQueue\＄．．． |  |  | 576 B（0\％） | 36 （0\％） | 98 | 138.0 |  |  |
| java．lang．Thread |  |  | 448 B（0\％） | 4 （0\％） | 4 | 141.8 | 3 |  |
| char［］ |  |  | 384 B （0\％） | 8 （0\％） | 24 | 142.1 | 3 |  |
| osa．ora．MyThread |  |  | 336 B（0\％） | 42 （0\％） | 104 | 138.0 | 1 |  |
| java．nio．HeapCharBuffer |  |  | 288 B（0\％） | 6 （0\％） | 268 | 2.2 | 2 | 2 |
| java．util．concurrent．ThreadPoolExecutor\＄W．．． |  |  | 160 B（0\％） | 5 （0\％） | 5 | 141.0 | 4 | 4 |
| java．util．HashMap\＄Entry |  |  | 144 B（0\％） | 6 （0\％） | 6 | 141.5 | 3 | 3 |
| java．util．HashMap\＄Entry［］ |  |  | 144 B（0\％） | 1 （0\％） | 1 | 143.0 |  |  |
| java．security．AccessControlContext |  |  | 120 B（0\％） | 5 （0\％） | 5 | 141.4 |  |  |
| java．util．concurrent．locks．ReentrantLock\＄No．．． |  |  | 120 B（0\％） | 5 （0\％） | 5 | 141.0 | 4 |  |
| java．util．concurrent．locks．ReentrantLock |  |  | 80 B（0\％） | 5 （0\％） | 5 | 141.4 |  |  |
| java．security．ProtectionDomain［］ |  |  | 80 B（0\％） | 5 （0\％） | 5 | 140.6 | 4 |  |
| java．util．concurrent．ThreadPoolExecutor |  |  | 72 B （0\％） | 1 （0\％） | 1 | 143.0 |  |  |
| $\stackrel{\Gamma}{\sim}$ Class Name Filter（Contains） |  |  |  |  |  |  |  | － |
| Memory Results Allocation Stack |  | （1）Info |  |  |  |  |  |  |
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## Summary Report for Selection: 1562ms-5.56s (4.00s)


$\square 73.0 \%$ UI Thread Available (2.89s)$8.8 \%$ Script Evaluation ( 348 ms )$7.8 \%$ JavaScript Callback ( 307 ms )2.6\% Paint ( 102 ms )2.6\% Style Recalculation ( 102 ms )

- 2.1\% Layout ( 83 ms )
2.0\% Parse HTML ( 78 ms )
- 0.8\% Garbage Collection (31ms)$0.2 \%$ Resource Data Received ( 6 ms )$0.1 \%$ Timer Fire ( 4 ms )
$\square 0.1 \%$ XMLHttpRequest ( 4 ms )
- $0.1 \%$ Dom Event ( 2 ms )


## Hints

## All Rule Severity

- (3) Info

|  | Time v | RuleName | Description |
| :--- | :--- | :--- | :--- |
| -1932 ms | Long Duration <br> Events | Event lasted: 170 ms . Exceeded threshold: 100 ms |  |
| 2.24 s | Long Duration <br> Events | Event lasted: 118 ms. Exceeded threshold: 100 ms |  |
| 3.24 s | Uncompressed <br> Resource | URL https://ssl.gstatic.com/accounts/o/1088796616- <br> postmessagerelay.js was not compressed with gzip or <br> bzip2 |  |



## Chapter 6

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| Hot Spots - Method Take Snapshot of Collected Results (Ctrl+F2) | Self Time [\%] | Self Time | Self Time (CPU) | Total Time | Total Time (CPU) | 斗 |
| osa.ora.servlets.BrowseServlet. processRequest (javax.servlet.http.Htt... |  | 905 ms (39.1\%) | 442 ms | 1,941 ms | $1,283 \mathrm{~ms}$ | - |
| osa.ora.dao.ProductCatalogSessionBean.loadAllActiveProductCatalog 0 |  | 813 ms (35.2\%) | 657 ms | 813 ms | 657 ms |  |
| osa.ora.dao.ProductCatalogSessionBean.loadAllActiveCategories 0 | I | $126 \mathrm{~ms} \mathrm{(5.5} \mathrm{\%)}$ | 126 ms | 126 ms | 126 ms |  |
| osa.ora.dao.CommonDAO. <init> 0 | I | $103 \mathrm{~ms} \mathrm{(4.5} \mathrm{\%)}$ | 103 ms | 103 ms | 103 ms |  |
| org.apache.jsp.home_jsp._jspService (javax.servlet.http.HttpServletRe... | I | 90.9... (3.9\%) | 61.0 ms | 90.9 ms | 61.0 ms |  |
| org.apache.jsp.index_jsp._jspService (javax.servlet.http.HttpServletRe... | I | 89.8 ... (3.9\%) | 89.8 ms | 89.8 ms | 89.8 ms |  |
| org.apache.jsp.specs_jsp.jispService (javax.servlet.http.HttpServletRe... |  | 40.0... (1.7\%) | 40.0 ms | 79.8 ms | 79.8 ms |  |
| osa.ora.jpa.ProductSpecifications._persistence_get_specifications 0 |  | 39.8 ... (1.7\%) | 39.8 ms | 39.8 ms | 39.8 ms |  |
| osa.ora.dao.ProductCatalogSessionBean.loadAllActiveProductCatalogBy |  | 32.7... (1.4\%) | 32.7 ms | 32.7 ms | 32.7 ms |  |
| org.apache.jsp.index _jsp. <clinit> |  | 30.1... (1.3\%) | 30.1 ms | 30.1 ms | 30.1 ms | - |
| $\bigcirc$ |  |  |  |  |  |  |







| 4. Hot Spots | ( Telemetries | Events | 图 Track |  | Servlets <br> URLs from servlet and JSP invocations |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Thread selection: | All thread groups |  |  |  | - T | Thread status: | IIII All states |  |
| Aggregation level: | Methods |  |  |  |  |  |  |  |
| Hot spot |  |  |  | Inherent time - |  | Average Time | Events |  |
| (a) Exampled | ne/LoginServlet $69.5 \%-404 s-1,5$ | t spot inv, fil | direct call | $\square 404 \mathrm{~s}$ (69\%) |  | ) 269 ms | - 1,500 |  |
| - 1 / ExampleO <br> (im) 30 | ne/ManageUserServ $2 \%-175$ s - 1, 500 |  |  | $1,972 \mathrm{~ms}(0 \%)$ |  | 116 ms |  | 1,500 |
| - - - /ExampleO | ne/index.jsp 1,972 ms - 1,500 h | ot inv. filtere |  |  |  | 1,314 $\mu \mathrm{s}$ | S 1,500 |  |
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| Threads \＆Lee Lock Contention $\quad$ \％ | 4｜$\square^{\text {a }}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 包 四｜View by：$\square$ Threads |  |  |  |  |  |
| Locks and Threads | Time［\％］ | Time | Waits |  | 田 |
| $\square$ pool－1－thread－125 | $\square$ | 1，679，721 ms（6．7\％） |  | 3 | － |
| （ ${ }^{\circ}$ java．io．PrintStream（dd95f6） | $\square$ | $1,679,721 \mathrm{~ms}$（6．7\％） |  | 3 | 三 |
| ¢ pool－1－thread－135 | $\square$ | $1,359,793 \mathrm{~ms}$（5．4\％） |  | 1 |  |
| －${ }_{6}$ java．io．PrintStream（dd95f6） | $\square$ | 1，359，793 ms（5．4\％） |  | 1 |  |
| ¢ pool－1－thread－106 | － | $1,237,147 \mathrm{~ms}$（ $4.9 \%$ ） |  | 1 |  |
| －．．．e）java．io．PrintStream（dd95f6） | $\square$ | $1,237,147 \mathrm{~ms}$（4．9\％） |  | 1 |  |
| ¢－pool－1－thread－113 | $\square$ | $1,204,879 \mathrm{~ms}$（4．8\％） |  | 1 |  |
| 四 pool－1－thread－105 | － | $1,172,856 \mathrm{~ms}(4.7 \%)$ |  | 1 |  |
| （－pool－1－thread－129 | I | $1,140,388 \mathrm{~ms}$（ $4.6 \%$ ） |  | 1 |  |
| ¢ pool－1－thread－79 | － | 1，091，890 ms（4．4\％） |  | 6 |  |
| （）pool－1－thread－119 | － | $1,037,815 \mathrm{~ms}$（ $4.2 \%$ ） |  | 1 |  |
| （ $\square^{\text {a pool－1－thread－145 }}$ | I | $1,037,753 \mathrm{~ms}(4.2 \%)$ |  | 1 |  |
| ¢－pool－1－thread－123 | － | $1,004,617 \mathrm{~ms}$（4\％） |  | 1 |  |
| （吅pool－1－thread－194 | I | $961,324 \mathrm{~ms}$（3．8\％） |  | 1 |  |
| ¢－pool－1－thread－152 | I | $959,821 \mathrm{~ms} \mathrm{(3.8} \mathrm{\%)}$ |  | 1 |  |
| （－）pool－1－thread－157 | I | $927,752 \mathrm{~ms} \mathrm{(3.7} \mathrm{\%)}$ |  | 1 | － |


| Threads |
| :--- |
| main [main] |
| pool-1-thread-2 [main] |
| pool-1-thread-1 [main] |
| pool-1-thread-3 [main] |
| pool-1-thread-4 [main] |
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| Aggregation level: <br>  <br> Name Classes  <br> java.lang.String   <br> char[] 6,629 Size <br> short[] 1,542 $4,785,652$ <br> java.lang.Object[] 1,422 114 MB <br> byte[] 1,361 401 kB <br> java.lang.Class 1,213 $87,568 \mathrm{bytes}$ <br> java.util.TreeMap\$Entry 1,059 $41,082 \mathrm{kB}$ <br> java.lang.Class[] 989 211 kB <br> java.util.Hashtable\$Entry 895 455 kB <br> Total: $4,815,013$ 33,888 bytes |
| :--- |

Live memory

All Objects
Recorded Objects
Allocation Call Tree
Allocation Hot Spots
Class Tracker

Heap walker

Recorded allocations of: All classes
Liveness mode:
Aggregation level: $\quad$ Methods $\quad$ View mode: $\equiv$ Tree $\rightarrow$
$\square$ (II) $100.0 \%-212$ MB $-7,321,654$ alloc. osa.ora.MemoryIssues.main


View Filters: $\qquad$ - 3 Reset View Filters



Recorded objects freed / second: 0 Recorded objects created/second: 1,325


- Garbage collector activity: 100.0 \%


Visual GC
Refresh rate: Auto msec.
$\times$


GC Time: 105 collections, 1.340 s Last Cause: Allocation...

Survivor 0 (8.500M, 2.750M): 0

[Old Gen (170.688M, 55.402M): 33.240M, 6 collections, $6 . .$.

[Perm Gen (96.000M, 18.250M): 18.125M

 $\qquad$

## VisualVM

| Heap Dump |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\checkmark \Rightarrow$ (1) Summary | - Instances O OQL Console |  |  |  |
| 8 Classes |  | Compare with another heap dump |  |  |
| Class Name | Instances [\%] | Instances | Size | 里 |
| char[] |  | 29,826 (17.2\%) | 1,909,272 (18.6\%) | - |
| java.lang.String |  | 29,614 (17\%) | 592,280 (5.8\%) |  |
| byte[] |  | 24,703 (14.2\%) | 1,582,964 (15.4\%) |  |
| java.util. HashMap\$Entry |  | 14,010 (8.1\%) | 336,240 (3.3\%) |  |
| short[] | - | 8,895 (5.1\%) | 457,632 (4.5\%) |  |
| int[] | I | 4,107 (2.4\%) | 3,340,272 (32.6\%) |  |
| java.util. HashMap |  | 3,269 (1.9\%) | 143,836 (1.4\%) |  |
| java.lang. Object | I | 3,224 (1.9\%) | 25,792 (0.3\%) |  |
| java.lang. Object[] |  | 3,100 (1.8\%) | 138,080 (1.3\%) |  |
| java.util.Hashtable\$Entry |  | 2,972 (1.7\%) | 71,328 (0.7\%) |  |
| java.util.concurrent. Concurre... |  | 2,636 (1.5\%) | 63,264 (0.6\%) |  |
| java.util.HashMap\$Entry[] |  | 2,388 (1.4\%) | 200,268 (2\%) |  |
| java.lang.ref.WeakReference |  | 1,789 (1\%) | 42,936 (0.4\%) |  |
| java.lang.Integer |  | 1,629 (0.9\%) | 19,548 (0.2\%) |  |
| java.util. ArrayList |  | 1,559 (0.9\%) | 31,180 (0.3\%) |  |
| org.openide.modules. Depend... |  | 1,399 (0.8\%) | 33,576 (0.3\%) |  |
| java.util.HashSet |  | 1,378 (0.8\%) | 16,536 (0.2\%) |  |
| java.lang.ref.SoftReference |  | 1,024 (0.6\%) | 32,768 (0.3\%) |  |
| java.lang.String[] |  | 971 (0.6\%) | 28,160 (0.3\%) |  |
| java.util. WeakHashMap\$Ent... |  | 916 (0.5\%) | 32,976 (0.3\%) |  |
| Comanido util mavalctictan |  | 710 (n) 4 | 70 104 (n) |  |
| Flass Name Filter (Contains) |  |  |  | $\checkmark$ |

i Overview default_report org.eclipse.mat.api:suspects $\mathbb{\Omega}$


## $\nabla$ © Problem Suspect 1

The thread java.lang.Thread @ 0x28ec4a50 main keeps local variables with total size 199,540,920 ( $99.71 \%$ ) bytes.

The memory is accumulated in one instance of "java.lang.Object[]" loaded by "<system class loader>".

The stacktrace of this Thread is available. See stacktrace.


Current object set: $\mathbf{1 6 2 2 0 8 6}$ objects in $\mathbf{3 2 9}$ classes, 5584 arrays
1 selection step, 46 MB shallow size
Cumulated allocation tree $\boldsymbol{*}$ of Methods $\quad$ Use Selected

Allocation call stack are only approximate when sampling is used. Use instrumentation for exact call stacks.
(im) $98.1 \%-45,992 \mathrm{kB}-1,612,500$ alloc. osa.ora.MemoryIssues.main
(im) $0.0 \%-5,736$ bytes -238 alloc. java.lang.ClassLoader.loadClass
(Im) $1.9 \%-870 \mathrm{kB}-14,963$ alloc. unrecorded objects
(im) $0.0 \%-9,040$ bytes -197 alloc. sun.launcher.LauncherHelper.checkAndLoadMain
(im) $0.0 \%-152$ bytes -6 alloc. sun.launcher.LauncherHelper.makePlatformString
(im) $0.0 \%-104$ bytes -4 alloc. direct calls to methods of filtered classes

Selection step 1: All objects after full GC
1622086 objects in 329 classes, 5584 arrays
4 tions

Inspections

Current object set: 1590037 objects in 1 classes, 1 array of type java.lang. 0
2 selection steps, 45 MB shallow size, Calculate retained and deep sizes Use rete
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$00.0 \%-69,928 \mathrm{~ms}-5$ inv．org．glassfish．grizzly．threadpool．AbstractThreadPool\＄Worker．ru
$73.6 \%-51,483 \mathrm{~ms}-372$ inv．URL：／ExcellentSurvey／CreateServlet

$-3,982 \mathrm{~ms}-374$ inv．URL：／ExcellentSurvey／LoginServlet
（＋） $12.7 \%-1,879 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／create．jsp
† $0.8 \%-544 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／
† $0.6 \%-425 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／home．jsp
本 $0.6 \%-388 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／manage．png
审． $0.5 \%-383 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／create．png
（ $\ddagger 0.5 \%-374 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／continue．png
田 $0.5 \%-371 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／login．gif
（1） $\begin{aligned} & 0.5 \%-347 \mathrm{~ms}-187 \mathrm{inv} \text { ．URL：／ExcellentSurvey／images／home．png } \\ & 0.5 \%-343 \mathrm{~ms}-187 \mathrm{inv} \text { ．URL：／ExcellentSurvey／images／take．png }\end{aligned}$
（7） $0.4 \%-303 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／submit．png
© $0.4 \%-286 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／register．jpg
＋
$0.4 \%-283 \mathrm{~ms}-187 \mathrm{inv}$ ．URL：／ExcellentSurvey／images／logout．png


| All thread groups |  | Thread status： <br> Filtered classes： |  | $\square$ Runnable | － |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Aggregation level：Methods | － |  |  | o calling class | － |
| Hot spot | Inherent time＊ |  | Average ．．． | Invocations |  |
| ¢－．．$!$ osa．ora．util．EmailSender．sendMail | 28，912 m | （41\％） | 192 ms | 150 | － |
| $\dagger$ ¢．． －osa．ora．dao．helper．DAOHelper．createNewSurvey | $10,054 \mathrm{~ms}$（14\％） |  | $67,028 \mu \mathrm{~s}$ | 150 |  |
| ¢ $\dagger$ ．．！org．glassfish．grizzly．threadpool．AbstractThreadPool．．． | $8,529 \mathrm{~ms}(12 \%)$ |  | 1，705 ms | 5 |  |
| ¢－．．！osa．ora．filters．LoginFilter．log | － $4,063 \mathrm{~ms} \mathrm{(5} \mathrm{\%)}$ |  | $456 \mu \mathrm{~s}$ | 8，902 | 三 |
| $\dagger$ ¢．．！osa．ora．filters．LoginFilter．doFilter | － $2,763 \mathrm{~ms} \mathrm{(3} \mathrm{\%)}$ |  | $924 \mu \mathrm{~s}$ | 2，990 |  |
| $\dagger$ ¢－：osa．ora．servlets．CreateServlet．processRequest | － $2,605 \mathrm{~ms} \mathrm{(3} \mathrm{\%)}$ |  | 7，707 $\mu \mathrm{s}$ | 338 |  |
| $\dagger$ ¢．．．！osa．ora．dao．helper．DAOHelper．getUserSurveyCount | ｜ $1,094 \mathrm{~ms}(1 \%)$ |  | 1，354 $\mu \mathrm{s}$ | 808 |  |
| ¢．．．！osa．ora．bd．＿EJB31＿Generated＿＿SurveyBD＿＿Intf＿．． | 785 ms （1\％） |  | 5，237 $\mu \mathrm{s}$ | 150 |  |
| $\dagger \cdots$／$/$ submitquestions．jsp［org．apache．jsp．submitquestio．．． | ｜ $783 \mathrm{~ms} \mathrm{(1} \mathrm{\%)}$ |  | 5，221 $\mu \mathrm{s}$ | 150 |  |



| Thread selection: All thread groups |  | - Threa | Thread status: | [10. All states |
| :---: | :---: | :---: | :---: | :---: |
| Aggregation level: Methods |  | - |  |  |
| Hot spot | Inherent time * |  | Average T... | Events |
| ¢+.. I UPDATE autogen SET tab_value = ? WHERE (tab_key ... |  | $817 \mathrm{~s}(98 \%)$ | $1,062 \mathrm{~ms}$ | 770 |
| $\dagger$ ¢... INSERT INTO questions (body, question, rating_type_... | $4,551 \mathrm{~ms}$ (0 \%) |  | 1,517 $\mu \mathrm{s}$ | 3,000 |
| $\dagger$ ¢... INSERT INTO survey_questions (sequence, survey_q... | 2,409 ms (0\%) |  | $803 \mu \mathrm{~s}$ | 3,000 |
| $\dagger$ ¢.. $!$ SELECT LAST_INSERT_ID) | 2,259 ms (0 \%) |  | $599 \mu \mathrm{~s}$ | 3,770 |
| +...! INSERT INTO audit_trail (action_id, date, reason, user... | $1,256 \mathrm{~ms}(0 \%)$ |  | 3,926 $\mu \mathrm{s}$ | 320 |
| +...! SELECT count(*) FROM survey s where owner_id=? | 894 ms (0\%) |  | $1,106 \mu \mathrm{~s}$ | 808 |
| ¢…! SELECT id, active, email, name, password, roleId FRO... | $353 \mathrm{~ms} \mathrm{(0} \mathrm{\%)}$ |  | 1,889 $\mu \mathrm{s}$ | 187 |
| $\dagger$ )... INSERT INTO survey_emails (email, submitted, survey... | 345 ms (0\%) |  | 1,151 $\mu \mathrm{s}$ | 300 |
| +... ${ }^{\text {d }}$ SELECT action_id, body, subject FROM notification_te... | 335 ms (0 \%) |  | 2,235 $\mu \mathrm{s}$ | 150 |
| $\dagger$ ¢... INSERT INTO survey (description, max_participation, ... | 228 ms (0\%) |  | 1,524 $\mu \mathrm{s}$ | 150 |
| $\dagger$ ¢ . 1 SELECT tab_key, tab_value FROM autogen WHERE (t... | $222 \mathrm{~ms} \mathrm{(0} \mathrm{\%)}$ |  | 13,074 $\mu \mathrm{s}$ | 17 |
| +... ! SELECT id, description, type FROM question_rating_type | 73,288 $\mu \mathrm{s}$ (0\%) |  | $488 \mu \mathrm{~s}$ | 150 |
| ¢… | $44,328 \mu \mathrm{~s}(0 \%)$ |  | $44,328 \mu \mathrm{~s}$ | 1 |
| +... d $^{\text {S }}$ SELECT Config_key, config_value FROM configuration ... | $4,864 \mu \mathrm{~s}(0 \%)$ |  | $972 \mu \mathrm{~s}$ | 5 |
| +... $\mathrm{I}^{*}$ mysql-connector-java-5.1.23 (Revision: \$\{bzr.revi... | $2,675 \mu \mathrm{~s}(0 \%)$ |  | $891 \mu \mathrm{~s}$ | 3 |
| $\dagger$ ¢... SHOW COLLATION | 1,413 $\mu \mathrm{s}$ ( 0 \%) |  | $471 \mu \mathrm{~s}$ | 3 |
| +… / $^{*}$ mysql-connector-java-5.1.23 (Revision: \$\{bzr.revi... | $469 \mu \mathrm{~s}(0 \%)$ |  | $156 \mu \mathrm{~s}$ | 3 |


| A Hot Spots | [ Telemetries | JPA/Hibernate <br> JPA/Hibernate operations and statistics |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Thread selection: Aggregation level: | All thread groups |  | Thread status: | Ill All states |
|  | Methods |  |  |  |
| Hot spot |  | Inherent time * | Average... | Events |
| ¢ ${ }^{\text {¢ }}$ ¢ Insert: osa | a.ora.beans.Questions | 5,047 ms (39 \%) | 1,682 $\mu \mathrm{s}$ | 3,000 |
| ¢ $\dagger$ - Insert: osa | a.ora.beans.SurveyQuestions | 2,790 ms (21 \%) | $930 \mu \mathrm{~s}$ | 3,000 |
| ¢) Get: osa.or | ra.beans.Autogen | 2,424 ms (18\%) | 3,148 $\mu \mathrm{s}$ | 770 |
| ¢ ${ }_{\text {¢ }}$ Insert: osa | a.ora.beans.AuditTrail | $1,492 \mathrm{~ms}$ (11\%) | 4,665 $\mu \mathrm{s}$ | 320 |
| ¢ ( Get: osa.or | ra.beans.NotificationTemplate | \| $426 \mathrm{~ms} \mathrm{(3} \mathrm{\%)}$ | $2,840 \mu \mathrm{~s}$ | 150 |
| ¢ - ¢ Insert: osa | a.ora.beans.SurveyEmails | \| $395 \mathrm{~ms} \mathrm{(3} \mathrm{\%)}$ | 1,318 $\mu \mathrm{s}$ | 300 |
| †险 Insert: osa | a.ora.beans.Survey | \| $246 \mathrm{~ms} \mathrm{(1} \mathrm{\%)}$ | 1,643 $\mu \mathrm{s}$ | 150 |
| ¢ ( Get: osa.or | ra.beans.Configuration | 8,725 $\mu \mathrm{s}(0 \%)$ | 1,745 $\mu \mathrm{s}$ | 5 |

