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## Object \& Relation

- ESXi Host
- Cluster
- Data Center
- Resource Pool
- Folder
- vCenter
- vSwitch
- Distributed vSwitch
- vApp
- vmnic
- Port Group
- Datastore
- Datastore group
- Agent VM
- Devices
- ... many others
Events
- vMotion
- DRS
- DPM
- Storage vMotion
- Maintenance mode
- VM Provisioning
- Storage IOC kicks in
- Network IOC kicks in
- Hot Add
- Hot Remove
- Network LBT
- Each object in vCloud Suite triggers many events
Counters
- CPU Ready
- CPU Latency
- Co-Stop
- Ballooning
- KAVG
- Memory compression
- TPS
- vSphere Replication
- >100 counters has no physical equivalent..


## Properties

- Share
- Limit
- Reservation
- Fault Tolerant
- HA
- Master
- VM
- Boot order
- Licensing
- vSphere Replication
- Each object in vCloud Suite has many properties


## Chapter 2

| Raw <br> Capacity |  Capacity left for VM <br>  laaS workload <br>  Non vSphere workload |
| :--- | :--- |

vSphere Cluster




## Chapter 3



## SDDC

 (Provider)We care if it is serving everyone well.
Make sure there is no contention for resource among all the VMs in the platform.

2
We check for overall utilisation.
2 Too low, we are not investing wisely on hardware Too high, we need to buy more hardware.








## ESXi host










Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | vmsgesxi002.vmsg.lab | CPU fairness | Latest | Number | 0 | 1 | 0 | 0.004 |
| $\square$ | vmsgesxi002.vmsg.lab | Memory fairness | Latest | Number | 0 | 0 | 0 | 0 |









|  | vmsgesxi006.vmsg.lab YMware ESXi, 5.0.0, 474610 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | View: Triggered Alarms Definitions |  |  |  |
|  | Object | Status | Name | Triggered |
|  | - vmsgesxi006.vmsg.lab | (4) Alert | ©) Host memory usage | 12/4/2011 5:05:29 PM |


| ( Alarm Settings |  |  |  |  |  | X |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| General Triggers $\mid$ Reporting | Actions |  |  |  |  |  |
| Trigger Type | Condition | (4) Warning | $\triangle$ Condition Length | (4) Alert | (4) Condition Length |  |
| Host Memory Usage (\%) | Is above | 90 | for 5 min | 95 | for 5 min |  |




vmsgesxi006.vmsg.lab yMware EsXi, 5.0.0, 474610
Getting Started Summary virtual Machines Performance Configuration Tasks \& Events Als
Overview Advanced




Chapter 4

| Description | Rollup | Units | Internal Name | Collection Level |
| :---: | :---: | :---: | :---: | :---: |
| Uusage | Average | Percent | usage | 1 |
| $\square$ Ready | Summation | Millisecond | ready | 1 |
| $\square$ system | Summation | Millisecond | system | 3 |
| $\square$ Co-stop | Summation | Millisecond | costop | 2 |
| $\square$ Max limited | Summation | Millisecond | maxlimited | 2 |
| $\square$ Idle | Summation | Millisecond | idle | 2 |
| $\square$ Overlap | Summation | Millisecond | overlap | 3 |
| $\square$ Run | Summation | Millisecond | run | 2 |
| $\square$ Entitlement | Latest | MHz | entitlement | 2 |
| $\square$ Latency | Average | Percent | latency | 2 |
| $\square$ Demand-to-entitlement ratio | Latest | Percent | demandEntitlemen... | 4 |
| $\square$ Wait | Summation | Millisecond | wait | 3 |
| $\square$ Demand | Average | MHz | demand | 2 |
| $\square$ Used | Summation | Millisecond | used | 3 |
| $\square$ Swap wait | Summation | Millisecond | swapwait | 3 |
| $\square$ Usage in MHz | Average | MHz | usagemhz | 1 |




Performance Chart Legend




Power/Real-time, 5/6/2014 4:42:02 PM - 5/6/2014 5:42:02 PM Chart Options...
Graph refreshes severy 20 seconds
Switch to: Default - 㝠 (1) 目


Performance Chart Legend










VMSG－VDPA－HQ－Site．vmsg．lab：CPU｜Ready（ms）



VMSG－VDPA－HQ－Site．vmsg．lab：CPU｜Usage（\％）



VMSG－VDPA－HQ－Site．mmsg．lab：CPU｜CPU Contention（\％）
图•回届会会




BCDR－Prod－VC：CPUJUsage（MHz）
囲•宿届会令（

BCDR－Prod－vC：CPU｜Usage（\％）


BCDR－Prod－VC：CPUJUsed（ms）
宿昷思令


VMSG－VDPA－HQ－Site．umsg．lab：CPU Usage \｜Used（ms）








VMSG-VDPA-HQ-Site.umsg.lab: CPU Usage | CPU Contention (\%)



VMSG-VDPA-HQ-Site.vmsg.lab: CPU Usage | Workload (\%)



VMSG-VDPA-HQ-Site.vmsg.lab: CPU Usage | Usage (\%)
$\begin{array}{llll}\text { Sep 20 } & \text { Sep 20 } & \text { Sep 20 } & \text { Sep 20 } \\ \text { 4:03 PM } & \text { 5:48 PM } & \text { 7:33 PM } & \text { 9:18 PM }\end{array}$

| Sep 20 | Sep 20 | Sep 20 | Sep 20 | Sep 20 | Sep 20 | Sep 20 | Sep 20 | Sep 20 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3:48 AM | 5:33 AM | 7:18 AM | 9:03 AM | 12:33 PM | 4:03 PM | 5:48 PM | 7:33 PM | 9:18 PM |







Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\square$ | BCDR-Prod-WC | Idle | Summation | Milisecond | 28533 | 38737 | 3683 | 31403.506 |
| $\square$ | BCDR-Prod-WC | Wait | Summation | Milisecond | 28721 | 38836 | 3689 | 31537.689 |


| Description | Rollup | Units | Internal Name | Collection Level |
| :--- | :--- | :--- | :--- | :--- |
| $\square$ Idle | Summation | Millisecond | idle | 2 |
| $\square$ Usage in MHz | Average | MHz | usagemhz | 1 |
| $\square$ Total capacity | Average | MHz | totalCapacity | 2 |
| $\square$ Core Utilization | Average | Percent | coreUtilization | 2 |
| $\square$ Utilization | Average | Percent | utilization | 2 |
| $\square$ Wait | Summation | Millisecond | wait | 3 |
| $\square$ Usage | Average | Percent | usage | 1 |
| $\square$ Demand | Average | MHz | demand | 2 |
| $\square$ Ready | Summation | Millisecond | ready | 1 |
| $\square$ Used | Summation | Millisecond | used | 3 |
| $\square$ Reserved capacity | Average | MHz | reservedCapacity | 2 |
| $\square$ Latency | Average | Percent | latency | 2 |
| $\square$ Swap wait | Summation | Millisecond | swapwait | 3 |
| $\square$ Co-stop | Summation | Milisecond | costop | 2 |
|  |  |  |  |  |

vmsgesxi009.vmsg.lab WMware ESXi, 5.5.0, 1331820
 Overview Advanced


Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\square$ | vmsgesxi009.vm... | Co-stop | Summation | Millisecond | 0 | 16 | 0 | 0.101 |
| $\square$ | vmsgesxi009.vm... | Ready | Summation | Milisecond | 583 | 702 | 0 | 387.793 |
| $\square$ | vmsgesxi009.vm... | Latency | Average | Percent | 1.61 | 100 | 0 | 2.46 |



umsgesxi011.umsg.lab: CPU Usage | CPU Contention (\%)


 umsgesxi011.umsg.lab: CPU Usage \| Ready (ms)







vmsgesxi008．vmsg．lab：CPU｜0｜Usage（\％）
$\Rightarrow$－䙷围界令

vmsgesxi008．vmsg．lab： CPU 이Used（ms）
$\Rightarrow$ 䙷电思令（



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | vmsgesxi008.vmsg.lab | Idle | Summation | Milisecond | 239491 | 272963 | 193363 | 236386.13 |
| $\square$ | vmsgesxi008.vmsg.lab | Used | Summation | Milisecond | 515 | 19504 | 515 | 3605.439 |
| $\square$ | vmsgesxi008.vmsg.lab | Wait | Summation | Milisecond | 0 | 215551 | 0 | 110535.71 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | vmsgesxi009.vm... | Utilization | Average | Percent | 7.6 | 13.32 | 0.43 | 5.894 |
| $\square$ | vmsgesxi009.vm... | Core Utilization | Average | Percent | 29.88 | 51.86 | 1.69 | 22.88 |
| $\square$ | vmsgesxi009.vm... | Usage | Average | Percent | 10.72 | 23 | 0.45 | 8.313 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum \| | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | 0 | Core Utilization | Average | Percent | 14.72 | 77.41 | 2.5 | 11.32 |
| $\square$ | 0 | Usage | Average | Percent | 8.07 | 26.91 | 0.82 | 4.838 |
| $\square$ | 0 | Uutilization | Average | Percent | 10.56 | 30.84 | 1.46 | 6.526 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | vmsgesxi009.vm... | Total capacity | Average | MHz | 26699 | 26699 | 25939 | 26656.778 |
| $\square$ | vmsgesxi009.vm... | Reserved capacity | Average | MHz | 2000 | 2000 | 0 | 100 |




Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | SDDC-Prod-Workload-Cluster | Usage in MHz | Average | MHz | 2054 | 3939 | 1390 | 1846.157 |
| $\square$ | SDDC-Prod-Workload-Cluster | Usage | Average | Percent | 2.25 | 4.32 | 1.52 | 2.02 |



SDDC DR vCenter: CPU|Demand (\%)



Chapter 5


| Description | Rollup | Units | Internal Name | Collection Level |
| :---: | :---: | :---: | :---: | :---: |
| $\square$ Memory saved by zipping | Latest | Kilobytes | zipSaved | 2 |
| $\square$ Decompression rate | Average | KBps | decompressionRate | 2 |
| $\square$ Swapped | Average | Kilobytes | swapped | 2 |
| $\square$ Overhead touched | Average | Kilobytes | overheadTouched | 4 |
| Balloon | Average | Kilobytes | vmmematl | 1 |
| $\square$ Active | Average | Kilobytes | active | 2 |
| $\square$ Shared | Average | Kilobytes | shared | 2 |
| $\square$ Entitlement | Average | Kilobytes | entitlement | 2 |
| $\square$ Host cache used for swapping | Average | Kilobytes | IISwapUsed | 4 |
| $\square$ Active write | Average | Kilobytes | activewrite | 2 |
| $\square$ Reserved overhead | Average | Kilobytes | overheadMax | 2 |
| $\square$ Zipped memory | Latest | Kilobytes | zipped | 2 |
| $\square$ Swap out | Average | Kilobytes | swapout | 2 |
| $\square$ Compressed | Average | Kilobytes | compressed | 2 |
| $\square$ Balloon target | Average | Kilobytes | vmmemctltarget | 2 |
| $\square$ Latency | Average | Percent | latency | 2 |
| $\square$ Swap in rate | Average | KBps | swapinRate | 1 |
| $\square$ Swap in rate from host cache | Average | KBps | llswapInRate | 2 |
| $\square$ Overhead | Average | Kilobytes | overhead | 1 |
| Consumed | Average | Kilobytes | consumed | 1 |
| $\square$ zero | Average | Kilobytes | zero | 2 |
| $\square$ Swap in | Average | Kilobytes | swapin | 2 |
| $\square$ Compression rate | Average | KBps | compressionRate | 2 |
| $\square$ Swap target | Average | Kilobytes | swaptarget | 2 |
| $\square$ Swap out rate to host cache | Average | KBps | \\|SwapOutRate | 2 |
| $\square$ Swap out rate | Average | KBps | swapoutRate | 1 |
| $\square$ Granted | Average | Kilobytes | granted | 2 |
| $\square$ Usage | Average | Percent | usage | 1 |






Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | - Latest | Maximum \| | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | Log Insight 1.5 | Entitlement | Average | Kilobytes | 8996204 | 10557620 | 0 | 7616549.9 |
| $\square$ | Log Insight 1.5 | Reserved overhead | Average | Kilobytes | 92604 | 92604 | 0 | 92604 |
| $\square$ | Log Insight 1.5 | Overhead touched | Average | Kilobytes | 63796 | 70152 | 0 | 62887.077 |
| $\square$ | Log Insight 1.5 | Overhead | Average | Kilobytes | 63796 | 70152 | 0 | 62887.077 |




| Key | Object | Measurement | Rollup | Units | Latest \| | Maximum \| | Mirimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | Analytics VM | Active | Average | Kilobytes | 3586128 | 3963616 | 2264924 | 3001546.3 |
| $\square$ | Analytics VM | Active write | Average | Kilobytes | 2170552 | 3303012 | 1509948 | 2075130.4 |
| - | Analytics VM | Consumed | Average | Kilobytes | 9431040 | 9431040 | 9431040 | 9431040 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest \| | Maximum \| | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | VMSG-VC | Active | Average | Kilobytes | 2988440 | 3082812 | 2705324 | 2920107.6 |
| $\square$ | VMSG-VC | Granted | Average | Kilobytes | 3143680 | 3143680 | 3143680 | 3143680 |
| $\square$ | VMSG-VC | Consumed | Average | Kilobytes | 3141224 | 3143680 | 3139836 | 3142858.7 |
| $\square$ | VMSG-VC | Balloon | Average | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | VMSG-VC | Usage | Average | Percent | 94.99 | 97.99 | 85.99 | 92.818 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest \| | Maximum | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | VMSG-VC | Swapped | Average | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | VMSG-VC | Balloon | Average | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | VMSG-VC | Zipped memory | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | VMSG-VC | Compressed | Average | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | VMSG-VC | Latency | Average | Percent | 0 | 0 | 0 | 0 |
| $\square$ | VMSG-VC | Zero | Average | Kilobytes | 2260 | 3560 | 0 | 858.089 |
| $\square$ | VMSG-VC | Shared | Average | Kilobytes | 2628 | 3940 | 0 | 978.889 |
| $\square$ | VMSG-VC | Overhead | Average | Kilobytes | 34508 | 36672 | 33212 | 34585.222 |
| $\square$ | VMSG-VC | Reservedoverhead | Average | Kilobytes | 41960 | 41960 | 41960 | 41960 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | Maximum | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | Chargeback 2.6 | Active | Average | Kilobytes | 1887436 | 4026528 | 0 | 879832.20 |
| $\square$ | Chargeback 2.6 | Active write | Average | Kilobytes | 1635776 | 3145728 | 0 | 780429.54 |
| $\square$ | Chargeback 2.6 | Zero | Average | Kilobytes | 709140 | 2000076 | 0 | 173843.86 |



Performance Chart Legend

| Key | Object | \| Measurement | Rollup | Units | Latest \| - Maximum | |  | Mrimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | VMSG-VC | Active | Average | Kilobytes | 6543112 | 8304720 | 0 | 5299183.5 |
| $\square$ | VMSG-VC | Entitlement | Average | Kilobytes | 8392616 | 8446440 | 0 | 6742643.0 |
| $\square$ | VMSG-VC | Active write | Average | Kilobytes | 6543112 | 8304720 | 0 | 528198.8 |
| $\square$ | VMSG-VC | Consumed | Average | Kilobytes | 8329072 | 8382312 | 0 | 6664725.1 |
| $\square$ | VMSG-VC | Granted | Average | Kilobytes | 8382464 | 8382464 | 0 | 6680093 |
| - | VMSG-VC | Usage | Average | Percent | 77.99 | 98.99 | 0 | 77.73 |


| Description | Rollup | Units | Internal Name | Collection Level |
| :---: | :---: | :---: | :---: | :---: |
| Swap used | Average | Kilobytes | swapused | 2 |
| $\square$ Host cache used for swapping | Average | Kilobytes | IISwapUsed | 4 |
| $\square$ Heap | Average | Kilobytes | heap | 4 |
| $\square$ Usage | Average | Percent | usage | 1 |
| $\square$ Swap in | Average | Kilobytes | swapin | 2 |
| $\square$ Swap out rate to host cache | Average | KBps | IISwapOutRate | 2 |
| $\square$ Low free threshold | Average | Kilobytes | lowfreethreshold | 2 |
| $\square$ Swap in rate | Average | KBps | swapinRate | 1 |
| $\square$ zero | Average | Kilobytes | zero | 2 |
| $\square$ Swap out | Average | Kilobytes | swapout | 2 |
| $\square$ Shared | Average | Kilobytes | shared | 2 |
| Granted | Average | Kilobytes | granted | 2 |
| $\square$ Compression rate | Average | KBps | compressionRate | 2 |
| $\square$ Consumed | Average | Kilobytes | consumed | 1 |
| $\square$ Decompression rate | Average | KBps | decompressionRate | 2 |
| $\square$ Used by VMkernel | Average | Kilobytes | sysUsage | 2 |
| $\square$ Active | Average | Kilobytes | active | 2 |
| $\square$ Swap in rate from host cache | Average | KBps | IISwapInRate | 2 |
| $\square$ Compressed | Average | Kilobytes | compressed | 2 |
| Balloon | Average | Kilobytes | vmmemctl | 1 |
| $\square$ Reserved capacity | Average | Megabytes | reservedCapacity | 2 |
| $\square$ Overhead | Average | Kilobytes | overhead | 1 |
| $\square$ Latency | Average | Percent | latency | 2 |
| $\square$ Swap in from host cache | Average | Kilobytes | \\|SwapIn | 4 |
| $\square$ Active write | Average | Kilobytes | activewrite | 2 |
| Shared common | Average | Kilobytes | sharedcommon | 2 |
| $\square$ Unreserved | Average | Kilobytes | unreserved | 2 |
| $\square$ Total capacity | Average | Megabytes | totalCapacity | 2 |
| $\square$ Swap out rate | Average | KBps | swapoutRate | 1 |
| $\square$ State | Latest | Number | state | 2 |
| $\square$ Swap out to host cache | Average | Kilobytes | IISwapOut | 4 |
| $\square$ Heap free | Average | Kilobytes | heapfree | 4 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | $\checkmark$ Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | host | Resource memory consumed | Latest | Kilobytes | 11670656 | 11689076 | 11648304 | 11658111. |
| $\square$ | host/user | Resource memory consumed | Latest | Kilobytes | 7813988 | 7831628 | 7791112 | 7799836.7 |
| $\square$ | host/system/kernel | Resource memory consumed | Latest | Kilobytes | 3589260 | 3598184 | 3589260 | 3590518.4 |
| $\square$ | host/system | Resource memory consumed | Latest | Kilobytes | 3589260 | 3598184 | 3589260 | 3590518.4 |
| $\square$ | host/vim | Resource memory consumed | Latest | Kilobytes | 267408 | 270700 | 267272 | 267756.66 |
| $\square$ | host/vim/vmvisor | Resource memory consumed | Latest | Kilobytes | 267324 | 270616 | 267188 | 267661.28 |
| $\square$ | host/vim/vmvisor/plugins | Resource memory consumed | Latest | Kilobytes | 92692 | 93372 | 92556 | 92776.444 |
| $\square$ | host/vim/vmvisor/hostd | Resource memory consumed | Latest | Kilobytes | 85400 | 88472 | 85400 | 85554.178 |
| $\square$ | host/vim/Vmvisor/plugins/smx | Resource memory consumed | Latest | Kilobytes | 56424 | 56664 | 56424 | 56426.667 |
| $\square$ | host/vim/vmvisor/vpxa | Resource memory consumed | Latest | Kilobytes | 26312 | 26312 | 26312 | 26312 |
| $\square$ | host/vim/vmvisor/plugins/pycim | Resource memory consumed | Latest | Kilobytes | 17716 | 17716 | 17716 | 17716 |
| $\square$ | host/vim/vmisor/aam | Resource memory consumed | Latest | Kilobytes | 12944 | 12944 | 12944 | 12944 |
| $\square$ | host/vim/vmvisor/logging | Resource memory consumed | Latest | Kilobytes | 10540 | 10540 | 10540 | 10540 |
| $\square$ | host/vim/vmvisor/plugins/vmware_base | Resource memory consumed | Latest | Kilobytes | 8172 | 8172 | 8172 | 8172 |
| $\square$ | host/vim/vmvisor/init | Resource memory consumed | Latest | Kilobytes | 5592 | 7572 | 5516 | 5603.267 |
| $\square$ | host/vim/vmvisor/osfsd | Resource memory consumed | Latest | Kilobytes | 4896 | 4896 | 4896 | 4896 |
| $\square$ | host/vim/vmvisor/sioc | Resource memory consumed | Latest | Kilobytes | 3856 | 3856 | 3856 | 3856 |
| $\square$ | host/vim/vmvisor/plugins/vmware_aux | Resource memory consumed | Latest | Kilobytes | 2632 | 3072 | 2496 | 2713.778 |
| $\square$ | host/vim/vmvisor/sfcb | Resource memory consumed | Latest | Kilobytes | 2524 | 2524 | 2524 | 2524 |
| $\square$ | host/vim/vmvisor/plugins/vmware_int | Resource memory consumed | Latest | Kilobytes | 2388 | 2388 | 2388 | 2388 |
| $\square$ | host/vim/vmvisor/smartd | Resource memory consumed | Latest | Kilobytes | 2360 | 2360 | 2360 | 2360 |
| $\square$ | host/vim/vmvisor/vmkdevmgr | Resource memory consumed | Latest | Kilobytes | 2344 | 2344 | 2344 | 2344 |
| $\square$ | host/vim/vmvisor/plugins/hhrc | Resource memory consumed | Latest | Kilobytes | 2332 | 2332 | 2332 | 2332 |
| $\square$ | host/vim/vmvisor/vmkeventd | Resource memory consumed | Latest | Kilobytes | 2228 | 2228 | 2228 | 2228 |
| $\square$ | host/vim/vmvisor/vsantraced | Resource memory consumed | Latest | Kilobytes | 2028 | 2028 | 2028 | 2028 |
| $\square$ | host/vim/vmci | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/system/ft | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmisor/dhclientrelease | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/plugins/_orphan_ | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/plugins/iodm_group | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmisor/memScrubber | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisorswap | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/vprobed | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/dhclient | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/tmp | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vimuser/terminalissh | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/hostd-probe | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/Vmvisor/uwdaemons | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/system/vmotion | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/plugins/likewise | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/system/drivers | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/system/vmkapimod | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/netcpa | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/system/helper | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/vobd | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/vim/vmvisor/ilcolord | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |
| $\square$ | host/system/symotion | Resource memory consumed | Latest | Kilobytes | 0 | 0 | 0 | 0 |




vmsgesxi004．vmsg．lab：Memory｜Usage／Usable（\％）
图•㞓百合（ ）







| Description | Rollup | Units | Internal Name | Collection Level |
| :--- | :--- | :--- | :--- | :--- |
| $\square$ Data receive rate | Average | KBps | bytesRx | 2 |
| $\square$ Broadcast receives | Summation | Number | broadcastRx | 2 |
| $\square$ Data transmit rate | Average | KBps | transmitted | 2 |
| $\square$ Multicast transmits | Summation | Number | multicastTx | 2 |
| $\square$ Packets transmitted | Summation | Number | packetsTx | 2 |
| $\square$ Data receive rate | Average | KBps | received | 2 |
| $\square$ Transmit packets dropped | Summation | Number | droppedTx | 2 |
| $\square$ Data transmit rate | Average | KBps | bytesTx | 2 |
| $\square$ Packets received | Summation | Number | packetsRx | 2 |
| $\square$ Multicast receives | Summation | Number | multicastRx | 2 |
| $\square$ Usage | Average | KBps | usage | 1 |
| $\square$ Broadcast transmits | Summation | Number | broadcastTx | 2 |
| $\square$ Receive packets dropped | Summation | Number | droppedRx | 2 |
|  |  |  |  |  |




Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest | , Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | BCDR-Prod-VC | Data transmit rate | Average | KBps | 11 | 186 | 8 | 38.372 |
| $\square$ | BCDR-Prod-VC | Data transmit rate | Average | KBps | 11 | 186 | 8 | 38.372 |
| $\square$ | BCDR-Prod-vC | Data receive rate | Average | KBps | 11 | 219 | 7 | 44.661 |
| $\square$ | BCDR-Prod-VC | Data receive rate | Average | KBps | 11 | 219 | 7 | 44.661 |


| Description | Rollup | Units | Internal Name | Collection Level |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\square$ Multicast receives | Summation | Number | multicastRx | 2 |
| $\square$ Usage | Average | KBps | usage | 1 |
| $\square$ Data receive rate | Average | KBps | bytesRx | 2 |
| $\square$ Multicast transmits | Summation | Number | multicastTx | 2 |
| $\square$ Unknown protocol frames | Summation | Number | unknownProtos | 2 |
| $\square$ Data transmit rate | Average | KBps | transmitted | 2 |
| $\square$ Packet receive errors | Summation | Number | errorsRx | 2 |
| $\square$ Packet transmit errors | Summation | Number | errorsTx | 2 |
| $\square$ Packets transmitted | Summation | Number | packetsTx | 2 |
| $\square$ Data receive rate | Average | KBps | received | 2 |
| $\square$ Transmit packets dropped | Summation | Number | droppedTx | 2 |
| $\square$ Receive packets dropped | Summation | Number | droppedRx | 2 |
| $\square$ Packets received | Summation | Number | packetsRx | 2 |
| $\square$ Broadcast receives | Summation | Number | broadcastRx | 2 |
| $\square$ Data transmit rate | Average | KBps | bytesTx | 2 |
| $\square$ Broadcast transmits | Summation | Number | broadcastTx | 2 |
|  |  |  | 2 |  |





SDDC-Prod-vDSwitch: Network|Port Statistics|Percentage of Dropped Packets



```
#* vCenter Operations Generated
#* Badge
#**)}\mathrm{ Host
    # esxi-nutanix-1-32.vmsg.lab
    ## esxi-nutanix-2-33.vmsg.lab
    #% vmsgesxi002.vmsg.lab
    #% vmsgesxi003.vmsg.lab
    G**% vmsgesxi004.vmsg.lab
            Number of Attached pNNCs
            - Config Out Of Sync
            MTU Mismatch
            * Unsupported MTU
             Tearning Mismatch
            Unsupported VLANs
#* Network
G
            Capacity Remaining (Based on instantaneous peak)
             Is Idle
            Is Stressed
            - Maximum Number of Ports
            Number of Blocked Ports
            Is Oversized
            Powered Off
            Powered Off Time Percent
            Time Remaining
            Time Remaining with committed projects
            Used Number of Ports
```
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Performance Chart Legend

| Key | Object | Measurement | $\checkmark$ Rollup | Units | Latest | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | scsio:1 | Write latency | Average | Millisecond | 2 | 505 | 1 | 8.839 |
| $\square$ | scsio:1 | Read latency | Average | Millisecond | 0 | 101 | 0 | 0.994 |
| $\square$ | scsio:1 | Average number of outstanding write requests | Latest | Number | 0 | 148 | 0 | 1.128 |
| $\square$ | scsi0:1 | Average number of outstanding read requests | Latest | Number | 0 | 8 | 0 | 0.044 |


| Description | Rollup | Units | Internal Name | Collection Level |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ Write rate | Average | KBps | write | 2 |  |
| $\square$ Average number of outstanding write requests | Latest | Number | writeoio | 2 |  |
| $\square$ Number of small seeks | Latest | Number | smallseeks | 4 |  |
| $\square$ Number of large seeks | Latest | Number | largeSeeks | 4 |  |
| $\square$ Write Latency (us) | Latest | Microsecond | writeLatencyus | 4 |  |
| $\square$ Read workload metric | Latest | Number | readLoadMetric | 2 |  |
| $\square$ Read Latency (us) | Latest | Microsecond | readLatencyus | 4 |  |
| $\square$ Write latency | Average | Millisecond | totalWriteLatency | 1 |  |
| $\square$ Read request size | Latest | Number | readIoSize | 4 |  |
| $\square$ Average read requests per second | Average | Number | numberReadAveraged | 1 |  |
| $\square$ Average number of outstanding read requests | Latest | Number | readoio | 2 |  |
| $\square$ Read latency | Average | Millisecond | totalReadLatency | 1 |  |
| $\square$ Write request size | Latest | Number | writeIOSize | 4 |  |
| $\square$ Number of medium seeks | Latest | Number | mediumSeeks | 4 |  |
| $\square$ Read rate | Average | KBps | read | 2 |  |
| $\square$ Write workload metric | Latest | Number | writeLoadMetric | 2 |  |
| $\square$ Average write requests per second | Average | Number | numberWriteAveraged | 1 |  |


| Description | Rollup | Units | Internal Name | Collection Level |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\square$ Read rate | Average | KBps | read | 2 |  |
| $\square$ Highest latency | Latest | Millisecond | maxTotalLatency | 3 |  |
| $\square$ Average write requests per ... | Average | Number | numberWriteAvera... | 1 |  |
| $\square$ Write rate | Average | KBps | write | 2 |  |
| $\square$ Average read requests per ... | Average | Number | numberReadAvera... | 1 |  |
| $\square$ Read latency | Average | Millisecond | totalReadLatency | 1 |  |
| $\square$ Write latency | Average | Millisecond | totalWriteLatency | 1 |  |


| Description | Rollup | Units | Internal Name | Collection Level |
| :--- | :--- | :--- | :--- | :--- |
| $\square$ Average write requests per second | Average | Number | numberWriteAveraged | 1 |
| $\square$ | Latest | Millisecond | maxTotalLatency | 1 |
| $\square$ Cighest latency | Summation | Number | commands | 2 |
| $\square$ Average read requests per second | Average | Number | numberReadAveraged | 1 |
| $\square$ | Summation | Number | numberRead | 3 |
| $\square$ Read requests | Average commands issued per second | Average | Number | commandsAveraged |
| $\square$ | Summation | Number | numberWrite | 3 |
| $\square$ write requests | Average | KBps | write | 3 |
| $\square$ Write rate | Summation | Number | commandsAborted | 2 |
| $\square$ Commands aborted | Average | KBps | usage | 1 |
| $\square$ Usage | Average | KBps | read | 2 |
| $\square$ Read rate | Summation | Number | busResets | 2 |
| $\square$ Bus resets |  |  |  |  |
|  |  |  |  |  |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest \| | Maximum \| | Minimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | scsio:0 | Read latency | Average | Millisecond | 0 | 436 | 0 | 2.738 |
| $\square$ | scsio:0 | Read Latency (us) | Latest | Microsecond | 0 | 436140 | 0 | 2761.137 |
| $\square$ | scsio:0 | Write latency | Average | Millisecond | 1 | 194 | 0 | 3.131 |
| $\square$ | scsio:0 | Write Latency (us) | Latest | Microsecond | 1369 | 194044 | 0 | 3578.077 |



| Key | Object | Measurement | Rollup | Units | Latest \| | Maximum \| | Mnimum \| | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | scsio:1 | Average number of outstanding write requests | Latest | Number | 0 | 0 | 0 | 0 |
| $\square$ | scsio:0 | Average number of outstanding wite requests | Latest | Number | 0 | 16 | 0 | 0.389 |
| $\square$ | scsio:1 | Average number of outstanding read requests | Latest | Number | 0 | 20 | 0 | 0.622 |
| $\square$ | scsio:0 | Average number of outstanding read requests | Latest | Number | 2 | 40 | 0 | 2.961 |
| $\square$ | scsio: 1 | Average write requests per second | Average | Number | 3 | 42 | , | 6.344 |
| $\square$ | scsio: 1 | Average read requests per second | Average | Number | 8 | 885 |  | 74.661 |
| $\square$ | scsio:0 | Average write requests per second | Average | Number | 1 | 1463 | 0 | 21.05 |
| $\square$ | scsio:0 | Average read requests per second | Average | Number | 90 | 1927 | 0 | 153.161 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest $\mid$ - Maximum \| |  | Mrimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | SDDC-Datastore... | Average read requests per second | Average | Number | 1 | 2331 | 0 | 230.867 |
| $\square$ | SDDC-Datastore... | Average write requests per second | Average | Number | 6 | 1476 | 2 | 28.039 |




Performance Chart Legend

| Key | Object | 14 | Measurement | Rollup | Units | Latest | Maximum | Minimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BCDR－Prod－VC |  | Write rate | Average | KBps | 82 | 23253 | 38 | 1160 |
|  | BCDR－Prod－vC |  | Read rate | Average | K日ps | 4005 | 22894 | 0 | 1743.676 |
|  | scsio：0 |  | Read rate | Average | KBps | 18 | 18115 | 0 | 1126.771 |
|  | scsi0：0 |  | Write rate | Average | KBps | 45 | 23123 | 3 | 1066.363 |
|  | scsi0：1 |  | Write rate | Average | K日ps | 37 | 346 | 27 | 93.223 |
| $\square$ | scsi0：1 |  | Read rate | Average | K日ps | 3986 | 7146 | 0 | 616.799 |



Performance Chart Legend

| Key | Object | Measurement | Rollup | Units | Latest \| - Maximum | |  | Mrimum | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ | BCDR-Prod-VC | Highest latency | Latest | Milisecond | 2 | 25 | 0 | 0.539 |
| $\square$ | SDDC-Datastore... | Write latency | Average | Mlisecond | 2 | 28 | 0 | 0.61 |
| $\square$ | SDDC-Datastore... | Readlatency | Average | Milisecond | 11 | 24 | 0 | 1.278 |



Performance Chart Legend


| Description | Rollup | Units | Internal Name | Collection Level |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\square$ Read latency | Average | Millisecond | totalReadLatency | 2 |  |
| $\square$ Average write requests per second | Average | Number | numberWriteAveraged | 2 |  |
| $\square$ Average commands issued per second | Average | Number | commandsAveraged | 2 |  |
| $\square$ Highest latency | Latest | Millisecond | maxTotalLatency | 3 |  |
| $\square$ Read rate | Average | KBps | read | 3 |  |
| $\square$ Average read requests per second | Average | Number | numberReadAveraged | 2 | 2 |
| $\square$ Write rate | Average | KBps | write | 2 |  |
| $\square$ Write latency | Average | Millisecond | totalWriteLatency | 2 |  |
|  |  |  |  | 2 |  |


| Description | Rollup | Units | Internal Name | Collection Level |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\square$ Read rate | Average | KBps | read | 3 |  |
| $\square$ Read latency | Average | Millisecond | totalReadLatency | 3 |  |
| $\square$ Write latency | Average | Millisecond | totalWriteLatency | 3 |  |
| $\square$ Write rate | Average | KBps | write | 3 |  |
| $\square$ Average read requests per second | Average | Number | numberReadAveraged | 3 |  |
| $\square$ Average write requests per second | Average | Number | numberWriteAveraged | 3 |  |
| $\square$ Average commands issued per second | Average | Number | commandsAveraged | 3 |  |
| $\square$ Highest latency | Latest | Millisecond | maxTotalLatency | 3 |  |
|  |  |  |  | 3 |  |


| Description | Rollup | Units | Internal Name | Collection Level |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\square$ Storage I/O Control normalized latency | Average | Microsecond | sizeNormalizedDatastoreLatency | 1 |  |
| $\square$ Storage DRS datastore outstanding write requests | Latest | Number | datastoreWriteOIO | 1 |  |
| $\square$ Storage DRS datastore normalized read latency | Latest | Number | datastoreNormalReadLatency | 2 |  |
| $\square$ Storage I/O Control datastore maximum queue depth | Latest | Number | datastoreMaxQueueDepth | 1 |  |
| $\square$ Write rate | Average | KBps | write | 2 |  |
| $\square$ Datastore latency observed by MMs | Latest | Number | datastoreVMObservedLatency | 1 |  |
| $\square$ Storage DRS datastore read I/O rate | Latest | Number | datastoreReadiops | 1 |  |
| $\square$ Average write requests per second | Average | Number | numberWriteAveraged | 1 |  |
| $\square$ Write latency | Average | Millisecond | totalWriteLatency | 1 |  |
| $\square$ Storage DRS datastore bytes read | Latest | Number | datastoreReadBytes | 2 |  |
| $\square$ Storage DRS datastore read workload metric | Latest | Number | datastoreReadLoadMetric | 4 |  |
| $\square$ Storage DRS datastore write workload metric | Latest | Number | datastoreWriteLoadMetric | 4 |  |
| $\square$ Storage I/O Control aggregated IOPS | Average | Number | datastorelops | 1 |  |
| $\square$ Read latency | Average | Millisecond | totalReadLatency | 1 |  |
| $\square$ Storage DRS datastore bytes written | Latest | Number | datastoreWriteBytes | 2 |  |
| $\square$ Storage DRS datastore write I/O rate | Latest | Number | datastoreWriteIops | 1 |  |
| $\square$ Read rate | Average | KBps | read | 2 |  |
| $\square$ Storage DRS datastore outstanding read requests | Latest | Number | datastoreReadOIO | 1 |  |
| $\square$ Storage DRS datastore normalized write latency | Latest | Number | datastoreNormalWriteLatency | 2 |  |
| $\square$ Average read requests per second | Average | Number | numberReadAveraged | 1 |  |
| $\square$ Storage I/O Control active time percentage | Average | Percent | siocActiveTimePercentage | 1 |  |
| $\square$ Highest latency | Latest | Millisecond | maxTotalLatency | 3 |  |



| Description | Rollup | Units | Internal Name | Collection Level |
| :---: | :---: | :---: | :---: | :---: |
| $\square$ Queue command latency | Average | Millisecond | queueLatency | 2 |
| $\square$ Write rate | Average | KBps | write | 2 |
| $\square$ Bus resets | Summation | Number | busResets | 2 |
| $\square$ Write latency | Average | Millisecond | totalWriteLatency | 2 |
| $\square$ Average commands issued per second | Average | Number | commandsAveraged | 2 |
| $\square$ Kernel read latency | Average | Millisecond | kernelReadLatency | 2 |
| $\square$ Queue write latency | Average | Millisecond | queueWriteLatency | 2 |
| $\square$ Read requests | Summation | Number | numberRead | 3 |
| $\square$ Average write requests per second | Average | Number | numberWriteAveraged | 1 |
| $\square$ Physical device command latency | Average | Millisecond | deviceLatency | 1 |
| $\square$ Write requests | Summation | Number | numberwrite | 3 |
| $\square$ Maximum queue depth | Average | Number | maxQueueDepth | 1 |
| $\square$ Commands aborted | Summation | Number | commandsAborted | 2 |
| $\square$ Kernel command latency | Average | Millisecond | kernelLatency | 2 |
| Read rate | Average | KBps | read | 2 |
| $\square$ Physical device write latency | Average | Millisecond | deviceWriteLatency | 2 |
| $\square$ Read latency | Average | Millisecond | totalReadLatency | 2 |
| $\square$ Average read requests per second | Average | Number | numberReadAveraged | 1 |
| Wighest latency | Latest | Millisecond | maxTotalLatency | 1 |
| $\square$ Commands issued | Summation | Number | commands | 2 |
| $\square$ Physical device read latency | Average | Millisecond | deviceReadLatency | 2 |
| $\square$ Queue read latency | Average | Millisecond | queueReadLatency | 2 |
| $\square$ Kernel write latency | Average | Millisecond | kernelWriteLatency | 2 |
| $\square$ Command latency | Average | Millisecond | totalatency | 3 |
| Vusage | Average | KBps | usage | 1 |

## Realtime Summary for SDDC-Datastore-01-FC-NetApp64




■ SDDC-Datastore-01-FC-NetApp64
Average Device Latency per Host (Top 10)


$\square$ vmsgesxi009.vmsg.lab $\square$ vmsgesxi008.vmsg.lab $\square$ vmsgesxi010.vmsg.lab
$\square$ vmsgesxi009.vmsg.lab $\square$ vmsgesxi008.vmsg.lab $\square$ vmsgesxi010.vmsg.lab
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Realtime Summary for Virtual Machine Disks on Datastore SDDC-Datastore-01-FC-NetApp64
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## VM CPU CONTENTION IN TIER 1 CLUSTERS $? \approx$ ? $x$ <br> N出 Y



TOP-10 VM WITH CPU CONTENTION IN TIER 1 CLUSTERS

| \\| \| | Tier 1 Clusters - Top 10 Highest Utilization |
| :---: | :---: |
| Utilization Index | Resources |
| 6.145 | VMSG-F5-001 |
| 4.747 | VMSG-Admin-Client |
| 2.014 | vCenter Sever 6.0 beta |
| 1.445 | VMSG-View-CS |
| 1.313 | vCenter Operations 6 build 1843764-25 May |
| 1.311 | VMSG-Shared-DB-Server |
| 1.131 | Landing V M13 |
| 1.124 | BCDR-vESXi-01 |
| 1.073 | SDDC-vESXi-02 |
| 0.98 | vESXi 6.0 beta |















