Chapter 1: Getting Started with Amazon ECS and Amazon Fargate

Diagram of ECS objects and how they relate

Container definition

Task definition

Service

(S NS .. | Cluster

i 7]
N Task size

The task size allows you to specify a fixed size for your task. Task size is required for tasks using the Fargate launch type and is
optional for the EC2 launch type. Container level memory settings are optional when task size is set. Task size is not supported for
Windows containers.

Task memory (GB) | 0.5GB v

The valid memory range for 0.25 vCPU is: 0.5GB - 2GB.

Task CPU (VCPU) 0.25 vCPU v
The valid CPU for 0.5 GB memory is: 0.25 vCPU
Task memory maximum allocation for container memory reservation

1111711771111711111111/4

0 256 shared of 512 MiB
Task CPU maximum allocation for containers

VL /Y

0 236 shared of 256 CPU units
Container Definitions (7]
Add container
Container Name Image Hard/Soft memor... CPU Units  Essential
Il vordpress wordpress 256/128 10 true (x]

B s mysql 256/128 10 true (x]



Chapter 2: Networking

ECS
Cluster

| Task | Task | Task | | Task | Task |

ECS
Agent

Docker ECS ECS Docker ECS
Agent AMI Agent Agent

| Task | Task ‘

EC2
Instance ECS Docker ECS
Agent AMI

Fargate
| Task | | Task | | Task |

Elastic
Network

ECS Interface
Cluster

Fargate
| Task | | Task |

Elastic
Network
Interface



Container definition | Edit |

Choose an image for your container below to get started quickly or define the container image to use.

sample-app nginx
image : httpd:2.4 image : nginx:latest
memory : 0.5GB (512) memory : 0.5GB (512)
cpu: 0.25 vCPU (256) cpu: 0.25 vCPU (256)
tomcat-webserver custom | Configure |
image : tomcat image : — {b .
memory : 2GB (2048) memory : —
cpu: 1vwCPU (1024) cpu: —
Edit container x
- Standard
Container name* | hello-world i ]
Image* | tutumvhello-world (1]

Custom image format: [registry-urll[namespace)/fimage].[tag]

% Memory Limits | Soft limit » | 128 [x] (1]
(MiB)
Hard limit v | 256 [x]

Define hard and/or soft memory limits in MiB for your container. Hard and
soft limits correspond to the "'memory” and “memaoryReservation”

parameters, respectively, in task definitions.

3

* Required Cancel Update



Edit container x

Memory Limits | Soft limit v || 128 [x] (i ]
(MiB)
Hard limit w || 256 [x)

Define hard and/or soft memory limits in MiB for your container. Hard and
soft limits correspond to the ‘memory” and *'memoryReservation’
parameters, respectively, in task definitions

ECS recommends 300-500 MiB as a starting point for web applications.

% Port mappings (i}

80 tcp v (x]

© Add port mapping

Host port mappings are not valid when the network mode for a task definition is host or awsvpc. To specify
different host and container port mappings. choose the Bridge network mode.

» Advanced container configuration

| 4

* Required Cancel




Edit container

N CPU units [ 10 ]0
Essential || i ]
Entry point comma delimited: sh,-c / o
Command | comma delimited: echo,heilo world | i ]
4
Working directory | Jusr/app ‘ Li]
Env Variables = Value (i)
[ Add key | [ Adavame '
* Required Cancel



Edit container x

Image* | tutum/hello-world (i ]

Custom image format: [registry-url}/[namespace}[image]:[tag]

Memory Limits  Soft limit v | 128 (] (i)
(MiB)
Hard limit w || 256 o

Define hard and/or soft memory limits in MiB for your container. Hard and
soft limits correspond to the “memory’ and ‘'memoryReservation’

arameters, respectively, in task definitions

p

CS recommends 300-500 MiB as a starting point for web applications

Port mappings (i ]
30 tcp v (x]

© Add port mapping

»

* Required Cancel

Container definition | Edit |

Choose an image for your container below to get started quickly or define the container image to use.

sample-app nginx

image : httpd:2.4 image : nginx:latest

memory : 0.5GB (512) memory : 0.5GB (512)

cpu: 0.25 vCPU (256) cpu: 0.25 vCPU (256)

tomcat-webserver N hello-world Configure
image : tomcat image : tutum/hello-world S
memory : 2GB (2048) memory : 0.125GB (128)

cpu: 1vCPU (1024) cpu : 0.009765625 vCPU (10)

Task definition | Edit |



Task definition Edit

A task definition is a blueprint for your application, and describes one or more containers through attributes. Some attributes are
configured at the task level but the majority of attributes are configured per container.

Task definition name  first-run-task-definition
Network mode  awsvpc

Task execution role  Create new

e @ o @

Compatibilities FARGATE
Task memory 0.5GB (512)

Task CPU  0.25 vCPU (256)

*Required Cancel m

Configure task definition: hello-world-task-definition x
N

Task definition details

Task definition name* | hello-world-task-definition [i]
Network mode* awsvpc (i)

Task execution role  ecsTaskExecutionRole v 0
Compatibilities® FARGATE (i ]

Learn more about compatibilities

Task size

Task size allows you to size at the task level and optionally set container-specific CPU and memory sizes. You are billed for
the task memory and task CPU allocated.

Task memory* | 0.5GB (512) -

4 14

*Required Cancel |



Configure task definition: hello-world-task-definition %

Network mode* awsvpc [i ]
Task execution role ecsTaskExecutionRole - O
Compatibilities® FARGATE [i ]

Learn more about compatibilities

Task size

Task size allows you to size at the task level and optionally set container-specific CPU and memory sizes. You are billed for
the task memory and task CPU allocated.

Task memory™ 1GB (1024) A

Task CPU* 0.5 vCPU (312) -

a4 13

*Required Cancel |

Task definition Edit

A task definition is a blueprint for your application, and describes one or more containers through attributes. Some attributes are
configured at the task level but the majority of attributes are configured per container.

Task definition name  hello-world-task-definition
Network mode awsvpc

Task execution role  Create new

e e o e

Compatibiliies FARGATE
Task memory 1GB (1024)

Task CPU 0.5 vCPU (512)

*Required Cancel m}



@ Container definition

|
! @ Task definition
|
|

Service

i Cluster

Define your service Edit

A service allows you to run and maintain a specified number (the "desired count") of simultaneous instances of a task definition in an
ECS cluster.

Service name  hello-world-service
Number of desired tasks 1
Security group Automatically create new

A security group is created to allow all public traffic to your service only on the container port specified.
You can further configure security groups and netwo ess outside of this wizard.

Load balancertype @ None

Application Load Balancer

*Required Cancel Previous m

® Container definition

& Task definition

® service

Cluster

Configure your cluster

The infrastructure in a Fargate cluster is fully managed by AWS. Your containers run without you managing and configuring individual
Amazon EC2 instances.

To see key differences between Fargate and standard ECS clusters, see the Amazon ECS documentation.

Cluster name hello-waorld

Cluster names are unique per account per region. Up to 255 letters (uppercase and lowercase), numbers,
hyphens, and underscores are allowed.

VPC ID Automatically create new

Subnets  Automatically create new

*Required Cancel Previous m



Container name

Image

Memory

Port

Protocol
Service

Service name

Number of desired tasks

Cluster
Cluster name
VPC ID

Subnets

*Required

Launch Status

hello-world

tutum/hello-world

1024

50

HTTP

hello-world-service

hello-world

Automatically create new

Automatically create new

Cancel Previous

We are creating resources for your service. This may take up to 10 minutes. When we're complete, you can view your service

e (TR

Additional features that you can add to your service after creation

Scale based on metrics

You can configure scaling rules based on CloudWatch metrics

Preparing service : 9 of 9 complete

ECS resource creation
Cluster hello-world
Task definition hello-world-task-definition: 1
Service hello-world-service

Additional AWS service integrations
Log group /ecs/hello-world-task-definition

CloudFermation stack EC2ContainerService-hello-world

VPC vpc-5d52c735
Subnet 1 subnet-eb502683
Subnet 2 subnet-a9b519d3
Security group sg-67519505

Edit

Edit

complete @
complete @
complete @
complete @

complete @
complete @
complete @
complete @
complete @
complete @
complete @



Amazon ECS
| Clusters

Task Definitions

Clusters

: hService . hello-world-service

> hello-world > Service: hello-world-service

Amazon ECR Cluster hello-world Desired count 1
Repositories Status ACTIVE Pending count 0
Task definition  hello-world-task-definition: 1 Running count 1
Launch type FARGATE
Platform version LATEST

Service role  aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS
Details =~ Tasks Events  Auto Scaling Deployments  Metrics Logs
Load Balancing

Load Name C Name Container Port
No load balancers
Network Access
Allowed VPC  vpc-5d82c735

Allowed subnets  subnet-eb502683,subnet-a9b619d3

Security groups*  sg-6f519505

Auto-assign public IP  ENABLED

Clusters > hello-world >

Service : hello-world-service

Cluster

Status

Task definition
Launch type
Platform version

Service role

Details Tasks

Service: helle-world-service

hello-world Desired count 1

ACTIVE Pending count 0

hello-world-task-definition:1 Running count 1
FARGATE
LATEST

aws-service-role/ecs.amazonaws.com/AWwSServiceRoleForECS

Task status: Stopped

Y Filter in this page

Task

10ecOcc2-3ede- .

e

Events = Auto Scaling = Deployments | Metrics = Logs
Last updated on May 17, 2016 6:59:55 AM (Om ago) | & | @
<11 > Pagesize 50 ¥
Task Definition Last status Desired status Group Launch type Platform version
hello-world-task-_..  RUNNING RUNNING service:hello-wor...  FARGATE 1.1.0



Clusters > hello-world > Service: hello-world-service

Service : hello-world-service

Cluster hello-world

Status ACTIVE
Task definition hello-world-task-definition: 1
Launch type FARGATE

Platform version LATEST

Update Delete

Desired count 1
Pending count 0

Running count 1

Service role  aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS
Details ~ Tasks  Events  Auto Scaling  Deployments  Metrics = Logs
Last updated on May 17, 2018 7:01:42 AM (Omago) | & | @
Y Filter in this page < 12>
Event Id Event Time Message

B84baae54-1743-4bbb-a06¢-48db69b60T6a 2018-05-17 06:56:15 -0700

B84cbb5ed4-b174-4ec5-bb53-ca7fb617chbeb 2018-05-17 06:55:56 -0700

service hello-world-service has reached a steady state

service hello-world-service has started 1 tasks: task 10ec0Occ2-3ede-

43ca-a448-68a22863b180.

Details Tasks Events Auto Scaling Deployments Metrics Logs
Task Placement
Strategy Mo strategies
Constraint  No constraints
Service Deployment Options
Minimum healthy percent 100 @
Maximum percent 200 €@
create pipeline & | view pipelines &
Details =~ Tasks  Events  Auto Scaling  Deployments = Metrics = Logs
CPUUtilization =e MemoryUfilization
1.50% 1.00%
125k 0.80%
1.00%
0.60%
0.75%
0.40%
0.50%
s 0.20%
0.00% 0.00%
16:00 00:00 08:00 16:00 00:00 03:00

I rmiini rum Bl maximurn Bl laverage

I minirnurmy Bl maximum Bl average



Details =~ Tasks  Events  Auto Scaling | Deployments = Metrics = Logs

Q

Task status m STOPPED

¢}

Last updated on May 17, 2018 7:06:19 AM (Om ago)

Filter logs x All 30s 5m 1h 6h 1d < 00 >
w
Timestamp (UTC+00:00) + Message Task
No results

Amazon ECS
Clusters

Task Definitions
Amazon ECR
Repositories

@ CloudFormation v

Clusters

An Amazon ECS cluster is a regional grouping of one or more container instances on which you can run task requests. Each account receives a default cluster
the first time you use the Amazon ECS service. Clusters may contain more than one Amazon EC2 instance type.

For more i ion, see the ECS

R oo

3 —
View | I list viewall| &

< 1-10f1 >

N hello-world >

FARGATE
Services Running tasks Pending tasks
EC2
0 0 0 No data No data 0
Services Running tasks Pending tasks CPUUtilization MemoryUtilization Container instances

Stacks

Create Stack | ~ |EENSHERS Design template Clla

Filter: Active v

Showing 1 stack

Stack Name Created Time Status Description
[} ¥ EC2ContainerService-hello-world 2018-05-17 06:54:39 UTC-0700 CREATE_COMPLETE AWS CloudFormation template to create a new ECS Fargate First Run stack
Overview Outputs Resources Events Template Parameters Tags  StackPolicy  Change Sets  Rollback Triggers _N Q=
Stack name: EC2ContainerService-hello-world
Stack ID:  amn:aws:cloudformation:us-east-2:672593526685:stack/EC2ContainerService-hello-world/d7e08130-59d9-11e8-9011-50a68a05d035
Status: CREATE_COMPLETE

Status reason:
Termination protection:
IAM role:

Description

Disabled

AWS CloudFormation template to create a new ECS Fargate First Run stack



Cluster : hello-world  Delete Cluster

Get a detailed view of the resources on your cluster.

Status ACTIVE

gi ed i i 0
Pending tasks count 0 Fargate, 0 EC2
Running tasks count 1 Fargate, 0 EC2
Active service count 1 Fargate, 0 EC2

Draining service count 0 Fargate, 0 EC2

Services Tasks ECS Instances Metrics Scheduled Tasks

Run new Task Stop Stop All Last updated on May 17, 2018 7:12:13 AM (1m ago) | & )
Desired task status: Stopped
Y Filter in this page Launch type ALL v < 11 > Pagesize 50 =
Task Task defin... Container... Laststatus Desiredst... Started By Group Launchty... Platformv...
10ecOcc2-3... hello-world... - RUNNING RUNNING ecs-svc/92...  servicethell... FARGATE 110
Amazon ECS Task Definitions > hello-world-task-definition > 1
Clusters 4 o o
| Task Definitions i Task Definition: hello-world-task-definition: 1
Amazon ECR View detailed information for your task definition. To modify the task definition, you need to create a new revision and then make the required changes to the
task definition

Repositories

Builder | JSON
Task Definition Name  hello-world-task-definition

Task Role  None
Optional IAM role that tasks can use to make API
requests to authorized AWS services. Create an
Amazon Elastic Container Service Task Role in the 1AM
Console

Network Mode = awsvpc v 0
If you choose <default=, ECS wil start your container
using Docker's default networking mode, which is Bridge
on Linux and NAT on Windows. <default> is the only
supported mode on Windows.



Task Definition: hello-world-task-definition:1

View detailed information for your task definition. To modify the task definition, you need to create a new revision and then make the required changes to the

task definition

Builder JSON ‘b
Create Service

hello-world-task-definition

Deregister

Task Role None

Optional IAM role that tasks can use to make API
reguests to authorized AWS services. Create an
Amazon Elastic Container Service Task Role in the [AM
Console @

Network Mode  awsvpc LN i ]

If you choose =default=, ECS will start your container
using Docker's default networking mode, which is Bridge
on Linux and NAT on Windows. <default= is the only
supported mode on Windows

Run Task

Select the cluster to run your task definition on and the number of copies of that task to run. To apply container overrides or target particular container
instances, click Advanced Options

o T

Task Definition hello-world-task-definition: 1

Launch type

Platform version LATEST w (i ]

Cluster hello-world ~

Number of tasks 1

Task Group i ]

VPC and security groups

VPC and security groups are configurable when your task definition uses the awsvpc network mode



VPC and security groups

VPC and security groups are configurable when your task definition uses the awsvpc network mode.

Cluster VPC* | vpc-5d82¢735 (10.0.0.0/16) | ECS hello-... » @

Subnets™ [\ bnet-agb619d3 ol @

(10.0.1.0/24) | ECS helio-world - Public Sub
net 2 - us-east-2b
assign ipvé on creation: Disabled

subnet-eb502683 [x]
(10.0.0.0/24) | ECS hello-world - Public Sub
net 1 - us-east-2a

assign ipv6 on creation: Disabled

Security groups” nello—1784 | Edit | o

% Auto-assign public = ENABLED AR i ]

IP

» Advanced Options

~ Advanced Options

Task Overrides

Task Role - current

Task Role - override

Task Execution Role
- current

Task Execution Role
- override

None

None -

Optional 1AM role that tasks can use to make AP| requests
to authorized AWS services. Create an Amazon Elastic
Container Service Task Role in the 1AM Console &

ecsTaskExecutionRole

None v

Container Overrides

+ hello-world

Command
override €

Environment
variable overrides




SUbnets™ | ¢ pnet-agb619a3

(10.0.1.0/24) | ECS hello-world - Public Sub
net 2 - us-east-2b
assign ipv6 on creation: Disabled

o

i}

subnet-eb502683

(10.0.0.0/24) | ECS hello-world - Public Sub
net 1 - us-east-2a

assign ipvé on creation: Disabled

o

Security groups® nejio_1784 | Edit e
Auto-assign public ~ ENABLED [i]
P
» Advanced Options
Cluster : hello-world Delete Gluster
Get a detailed view of the resources on your cluster
Status ACTIVE
Registered container instances 0
Pending tasks count 1 Fargaie, 0 EC2
Running tasks count 1 Fargate, 0 EC2
Active service count 1 Fargate, 0 EC2
Draining service count 0 Fargate, 0 EC2
Services Tasks ECS Instances Metrics Scheduled Tasks
m Stop Stop All Last updated on May 17, 2018 7:29:22 AM (Om ago) | & | @
Desired task status: Stopped
Y Filter in this page Launch type ALL - < 1-2 > Pagesize 50 ~
Task Task defin... Container... Laststatus Desired st... Started By Group Launchty... Platformyv...
10ecOcc2-3... hello-world... - RUNNING RUNNING ecs-svc/82...  servicethell... FARGATE 1.1.0
Ik ar191759-...  hello-world... - RUNNING RUNNING family:hello... FARGATE 11.0



Clusters

An Amazon ECS cluster is a regional grouping of one or more container instances on which you can run task requests. Each account receives a default cluster
the first time you use the Amazon ECS service. Clusters may contain more than one Amazon EC2 instance type.

For more information, see the ECS documentation.

Create Cluster Get Started

hello-world >
FARGATE
1 2
Services Running tasks

Service : hello-world-service

Cluster

Status

Task definition
Launch type

Platform version

hello-world

ACTIVE
hello-world-task-definition: 1
FARGATE

LATEST

viewall| &
1-10f1
Pending tasks
Update Delete

Desired count 1
Pending count 0

Running count 1

Service role  aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS
Details | Tasks  Events  Auto Scaling  Deployments = Metrics = Logs
Load Balancing
Load Balancer Name Container Name Container Port
No load balancers
Network Access
Allowed VPC  vpc-5d82c735
Allowed subnets  subnet-eb502683,subnet-a9b619d3
Security groups®  sg-6f519505
[ Auto-assign public IP  ENABLED
Details =~ Tasks = Events | Auto Scaling  Deployments  Metrics | Logs
Last updated on May 17, 2018 7:37:34 AM (Om ago) | = | @
Task status: Stopped
Y Filter in this page < 11 > Pagesize 50 =
Task Task Definition Last status Desired status Group Launch type Platform version
hello-world-task-... RUNNING RUNNING service:hello-wor... FARGATE 1.1.0

1DeCUCs%—3€4€ .



Task : 10ec0cc2-3e4e-43ca-a448-68a22863b180

Details  Logs

Cluster

Launch type
Platform version
Task definition
Group

Task role

Last status
Desired status

Created at

Network

Network mode
ENI Id

Subnet Id
Private IP

Public IP

Create Network Interface
4

Q, Network interface ID : eni-ffb2a9ab

@ Name >

[ ] eni-ffb2a%ab

Network Interface: eni-ffb2aSab

Details Flow Logs Tags

Network interface ID
VPCID
MAC address

Security groups

Status
Private DNS (IPv4)
Secondary private |Pv4 IPs

Network interfi v

hello-world

FARGATE

11.0
hello-world-task-definition: 1
service:hello-world-service
None

RUNNING

RUNNING

2018-05-17 06:55:56 -0700

awsvpc
em—ﬁb%;f@an
subnet-agb619d3
10.0.1.76

18.219.111 138

Detach Actions Vv
Add filter
Subnet ID ~ VPCID
subnet-adb619...  vpe-5d82c735
eni-ffb2a%ab

vpe-5d82¢735
06:44:3f 2e:32:3a

EC2ContainerService-hello-world-
EcsSecurityGroup-FMP69ISUXHUL
view inbound rules

in-use

ip-10-0-1-76 us-east-2.compute.internal

Run more like this Stop
@ o % 0
e | 1to10f1
Zone ~ Security groups  ~ Description ~ Instance ID -
us-east-2b EC2ContainerServi...  am:aws:ecs:us...
»
NN =
Subnet D subnet-a9b619d3
Availability Zone ~ us-east-2b
Description ~ am:aws:ecs:us-east-
2:672593526685: attachment/775efd53-
72f-4101-a43f-e5d302e4a26a
Owner ID 672593526685
Primary private IPv4 [P 10.0.1.76

[} |Pv4 Public IP
IPv6 IPs

18.219.111.138*



+ ®18219.111.138

%tutum

Hello world!

My hostname is 48ba5455d342

Cluster : hello-world

Get a detailed view of the resources on your cluster.

Status ACTIVE
Registered container instances 0
Pending tasks count 0 Fargate, 0 EC2
Running tasks count 2 Fargate, 0 EC2
Active service count 1 Fargate, 0 EC2

Draining service count 0 Fargate, 0 EC2

Services Tasks ECS Instances Metrics Scheduled Tasks

Desired task status: Stopped 2 selected

Last updated on May 17, 201

Delete Cluster

58 AM (Omago) | & | @

< 1-2 , Pagesize 50

Platform v...

1.1.0

110

Task Ids - ["10ecOcc2-3ede-43ca-a448-68a22863b180" "a7191759-4214-4252-b5a6-1406b1612937"]

Y Filter in this page Launch type ALL
Task Task defin... Container... Laststatus
v 10ecOcc2-3... hello-world... - RUNNING
v ar191759-... hello-world... - RUNNING
o & st d task full
I Cliistars o opped tasks successfully
Task Definitions
Amazon ECR Clusters > hello-world
Repositories

Cluster : hello-world

Get a detailed view of the resources on your cluster.

Delete Cluster



| Clusters

Task Definitions

@ CloudFormation v

Create Stack

Filter: Active v

Stack Name

4 EC2ContainerS|

© Unable to delete the cluster hello-world

Deletion of CloudFormation stack fimed out

Stacks

Actions v

Design template

e

06:54:39 UTC-0700

Status

c =

Showing 1 stack

Description

AWS CloudFormation template to create a new ECS Fargate Fir.



Chapter 3: Using CloudWatch Logs

Container definition

Task definition

Service

Container definition

Cluster

Edit

Choose an image for your container below to get started quickly or define the container image to use.

sample-app
image : httpd:2.4
memory : 0.5GB (512)
cpu: 0.25 vCPU (256)

tomcat-webserver
image : tomcat

memory : 2GB (2048)
cpu: 1vCPU (1024)

nginx

image : nginx:latest
memory : 0.5GB (512)
cpu : 0.25 vCPU (256)

custom Configure
image : —
memory : —

cpu;: —



Edit container ®

~ Standard
Container name* = mysql (i ]
Image* | mysql i}
Vz
Custom image format: [registry-urij[namespace}[image]:[tag]
Memory Limits = Soft limit v | 512 [x] (i ]
(MiB)
Hard limit v 1024 [x]
Define hard and/or soft memory limits in MiB for your container. Hard and
soft limits correspond to the "'memory” and *'memoryReservation’
parameters, respectively, in task definitions.
ECS recommends 300-500 MiB as a starting point for web applications
Port mappings (i ]

»

* Required Cancel Update



Edit container x

Memeory Limits | Softlimit ~ » | 512 (] [i]
(MiB)
Hard limt ~ w | 1024 0

Define hard and/or soft memoary limits in MiB for your container. Hard and

soft limits correspond to the *memory” and “memoryReservation”

parameters, respectively, in task definitions.

ECS recommends 300-500 MiB as a starting point for web applications.

[y Portmappings (i ]
3306 tcp - L]

© Add port mapping

Host port mappings are not valid when the network mode for a task definition is host or awsvpc. To specify
different host and container port mappings, choose the Bridge network mode.

- Advanced container configuration
]

* Required Cancel Update



Edit container x

CPU units ‘ ‘ (i)
Essential | Li ]
Entry point comma delimited: sh,-¢ / Li ]
Command | comma delimited: echo, hello world | Li ]

]
Working directory ‘ Just/app ‘ i}
Env Variables = Value i}

‘ MYSQL_ROOT_PAS | mysql ‘ (]

Required N e |



Edit container x

Read only root file | | (i}
system

Mount points - . l P — [i]
volume B
Container l ‘
path
Read (] [x)
anly

© Add mount point
Log configuration Auto-configure CloudWatch Logs
Log driver awslogs v o
Log options Key Value
awslogs-group ‘ 1 lecs/first-run-task+

»

Requred cance



Edit container

Mount points

<none= v

© Add mount point

Log configuration (¢ Auto-configure CloudWatch Logs

* Required

tomcat-webserver

image : tomcat
memory : 2GB (2048)
cpu: 1vCPU (1024)

Task definition

awslogs ~
awslogs-group Jecs/irst-run-task+
awslogs-region us-east-2
awslogs-stream-pr ecs
Add key Adad value
mysql Configure
image : mysql

memory : 0.5GB (512)

cpu :

Edit

b

A task definition is a blueprint for your application, and describes one or more containers through attributes. Some attributes are

configured at the task level but the majority of attributes are configured per container.

Task definition name

Network mode

Task execution role

Compatibilities

Task memory

Task CPU

*Required

first-run-task-definition

awsvpc

Create new

FARGATE

0.5GB (512)

0.0097656235 vCPU (10)

e e ¢ e

Cancel Next



Configure task definition: mysql-task-definition x

Task definition name* | mysql-task-definition (1] “
Network mode* awsvpc [i]
Task execution role | ecsTaskExecutionRole * O
Compatibilities® FARGATE [i]

Leamn more about compatibilities

Task size

Task size allows you to size at the task level and optionally set container-specific CPU and memory sizes. You are billed
for the task memory and task CPU allocated.

Task memory* | 1GB (1024) -

Task CPU* 0.25 vCPU (256) -

*Required Cancel mj

tomcat-webserver mysql Configure
image : tomcat image : mysql
memory @ 2GB (2048) memory : 0.5GB (512)
cpu: 1vCPU {1024) cpu :
Task definition Edit

A task definition is a blueprint for your application, and describes one or more containers through attributes. Seme attributes are
configured at the task level but the majority of attributes are configured per container.

Task definition name  mysql-task-definition

Network mode  awsvpc

Task execution role  Create new

e @ e e

Compatibilities FARGATE
Task memory 1GB (1024)

Task CPU  0.25 vCPU (256)

*Required Cancel m}_")



@ Container definition

@ Task definition

Service

i Cluster

Define your service Edit
A service allows you to run and maintain a specified number (the "desired count") of simultaneous instances of a task definition in an
ECS cluster.

Service name  mysgl-service

Number of desired tasks 1

Security group  Automatically create new

A security group is created to allow all public traffic to your service only on the container port specified.
You can further configure security groups and network access outside of this wizard.

Load balancertype @ None

Application Load Balancer

*Required Cancel Previous m

@ Container definition

@ Task definition

® sService

Cluster

Configure your cluster

The infrastructure in a Fargate cluster is fully managed by AWS. Your containers run without you managing and configuring individual
Amazon EC2 instances.

To see key differences between Fargate and standard ECS clusters, see the Amazon ECS documentation.

Cluster name | mysql

Cluster names are unique per account per region. Up to 255 letters (uppercase and lowercase), numbers,
hyphens, and underscores are allowed.

VPCID Automatically create new

Subnets  Automatically create new

*Required Cancel Previous m



Task execution role

Container name

Image

Memory

Port

Protocol

Service

Service name

Number of desired tasks

Cluster

Cluster name

VPCID

Subnets

*Required

Launch Status

Create new

mysql

mysql

1024

3306

HTTP

mysgl-service

mysql
Automatically create new

Automatically create new

Cancel

We are creating resources for your service. This may take up to 10 minutes. When we're complete, you can view your service.

Additional features that you can add to your service after creation

Scale based on metrics

You can configure scaling rules based on CloudWatch metrics

Preparing service : 9 of 9 complete

ECS resource creation
Cluster mysql
Task definition mysql-task-definition:4
service mysql-service

Additional AWS service integrations

Log group The log group [ fecsimysql-task-definition ] already exists

CloudFermation stack EC2ContainerService-mysgl

VPC vpc-ebh2f7583

Subnet 1 subnet-fbadd293
Subnet 2 subnet-446c03e
Seeurity group sg-bdde19d7

Edit

Edit

Previous

complete @
complete @
complete @
complete @

complete @
complete @
complete @
complete @
complete @
complete @
complete @



Clusters >

mysql

Cluster : mysq|l

Get a detailed view of the resources on your cluster.

Status

Pending tasks count
Running tasks count
Active service count

Draining service count

ACTIVE
0

0 Fargate, 0 EC2
1 Fargate, 0 EC2
1 Fargate, 0 EC2

0 Fargate, 0 EC2

Services | Tasks = ECSInstances  Metrics = Scheduled Tasks
Update Delete
Y Filter in this page Launch type ALL -
Service Name Status
% mysql-service ACTIVE
Services Tasks ECS Instances Metrics Scheduled Tasks

Desired task status: Stopped

Y Fiiter in this page Launch type ALL -
Task Task defin... Container... Laststatus Desired st... Started By Group
47e65b88-..  mysgltask-.. - RUNNING RUNNING ecs-svc/92 .. servicemmy..

Delete Cluster

Last updated on May 17, 2018 11:32:16 AM (Om ago) | & | @

14
Task Def... Desired... Running... Launcht.. Platform...
mysgltas... 1 1 FARGATE  LATEST i

Last updated on May 17, 2018 11:34:45 AM (Om ago)

Task - 47e65b88-c34a-4a5e-acfc-90732b0124aa

Details Logs
Cluster  mysql
Launch type FARGATE
Platform version 1.1.0

Task definition
Group

Task role

Last status

Desired status

mysql-task-definition:4

service:mysql-service

None

RUNNING

RUNNING

Created at  2018-05-17 11:30:23 -0700
Network
Network mode  awsvpc
L\\, ENIld eni-d3034159
Subnetld subnet-fbadd293
Private [P 10.0.0.11
Public IP  52.14.143.98

Mac address

02:12:86:9b:e2:10

Fo N 7
< 11 > Pagesize 50 =
Launchty... Platformyv...
FARGATE 110
Run more like this Stop



Amazon ECS

Clusters « Task Definitions
l Task Definitions Task definitions specify the container information for your application, such as how many containers are part of your task, what resources they will use, how
Amazon ECR they are linked together, and which host ports they will use. Learn more
Repositories
Create new Task Definition Create new revision hd Last updated on May 17, 2018 9:38:09 AM (Om ago) \ Fs N 7] |
status: ( ACTIVE ) INACTIVE
Y Fiiter in this page < 1-2 > Pagesize 50 =
Task Definition Latest revision status
hello-world-task-definition ACTIVE 3
N mysql-task-definition ACTIVE 4
Amazon ECS Task Definitions > mysqgl-ask-definition > status > ACTIVE
Clusters 4

| Task Definitions Task Definition Name : mysql-task-definition

Amazon ECR Select a revision for more details
Repositories
P
Create new revision > Last updated on May 17, 2018 9:40:15 AM (Om ago) ‘ e

Status: Inactive

Y Filter in this page < 141 > Pagesize 50

Task Definition Name : Revision Status

mysql-task-definition: 1 Active

Task Definitions > mysql-task-definition > 1

i Task Definition: mysql-task-definition:1
View detailed information for your task definition. To modify the task definition, you need to create a new revision and then make the required changes to the

task definition

Builder = JSON

Task Definition Name  mysqgl-task-definition

Task Role  None
Optional IAM role that tasks can use to make API
requests to authonized AWS services. Create an
Amazon Elastic Container Service Task Role in the IAM
Console 2

Network Mode  awsvpc v O
If you choose <default=, ECS will start your container
using Docker's default networking mode, which is Bridge
on Linux and NAT on Windows. <default> is the only
supported mode on Windows.



Container Definitions

Container Name Image CPU Units
+ | mysa mysql 0

Details
Port Mappings

Host Port Container Port Protocol

3306 3306 tcp
Environment Variables
Key Value

MYSQL_ROOT_PASSWORD mysql

Docker labels
Key Value

No docker labels

Extra hosts
Hostname IP address
No host entries
L mysql >
FARGATE
1 1 0
Services Running tasks Pending tasks
EC2
0 0 0

Services

Running tasks Pending tasks

Hard/Soft memory limits (MiB)

1024/512

Mount Points

Container Path

Source Volume

Essential

true

Read only

No Mount Points

Volumes from

Source Container

Read only

No volumes from

Ulimits

Name

Soft limit

Hard limit

No ulimit

N Log Configuration

Log driver: awslogs

Key

Value

awslogs-group
awslogs-region

awslogs-stream-prefix

No data

CPUUtilization

MemoryUtilization

lecs/mysgl-task-definition
us-east-2

ecs

No data

0

Container instances



Resource Groups ~ * Deepak Vohra ~  Ohio ¥  Support ~

Clusters > mysql > Task: fad31c57-69a2-4863-6354-29badfbabeds
Task : fa431¢57-69a2-4869-8354-29ba3fbabc48 Run more like this | Stop

Details | Logs

Q

Last updated on May 17, 2018

24 AM (0m ago

Filter logs x Al 30s 5m 1h 6h 1d ¢ 158 >

n
i

Timestamp (UTC+00:00) + Message

* 2018-05-17 09:54:07 MySQL init process failed.
[y MySQLnit process failed

v 2018-05-17 09:54:06 MySQL init process in progress..
»  2018-05-17 09:54:05 MySQL init process in progress..
»  2015-05-17 09:54:04 MySQL init process in progress..
»  2018-05-17 09:54:03 MySQL init process in progress
»  2018-05-17 09:54:02 MySQL init process in progress
»  2018-05-17 09:54:01 MySQL init process in progress
»  2018-05-17 09:54:00 MySQL init process in progress

Clusters > mysql > Task: 47e65b88-c34a-4a5e-acfc-90732b0124aa

Stop

Q

Task : 47e65b88-c34a-4ad5e-acfc-90732b0124aa Run more ke this
Details Logs
Filter logs x Al 30s 5m 1h eh 1d 1-72
1w
Timestamp (UTC+00:00) v Message

v 2018-05-17 11:31:23 2018-05-17718:31:23.911761Z 0 [System] [MY-010931] [Server] /usr/sbin/mysqgld: ready for connections. Ver..
2018-05-17T18:31:23.911761Z 0 [System] [MY-010931] [Server] /usr/sbin/mysqld: ready for connections. Version: '8.0.11' socket:
‘var/run/mysqid/mysqld.sock’ port: 3306 MySQL Community Server - GPL

» 2018-05-17 11:31:23 2018-05-17T18:31:23.834125Z 0 [Warning] [MY-010330] [Server] 'tables_priv' entry 'user mysql.session@loc

»  2018-05-17 11:31:23 2018-05-17T18:31:23.834150Z 0 [Warning] [MY-010330] [Server] 'tables_priv' entry 'sys_config mysql.sys@I..

» 2018-05-17 11:31:23 2018-05-17T18:31:23.830540Z 0 [Warning] [MY-010315] [Server] 'user' entry 'mysql.infoschema@localhost' i.

» 2018-05-17 11:31:23 2018-05-17T18:31:23.830571Z 0 [Warning] [MY-010315] [Server] 'user' entry 'mysql.session@localhost' ignor. ..

» 2018-05-17 11:31:23 2018-05-17T18:31:23.830587Z 0 [Warning] [MY-010315] [Server] 'user' entry 'mysql.sys@Ilocalhost' ignored i.

» 2018-05-17 11:31:23 2018-05-17T18:31:23.830599Z 0 [Warning] [MY-010315] [Server] 'user' entry 'root@localhost' ignored in -—-ski...



CloudWatch CloudWatch > Log Groups

Dashboards
Alarms UBl Creats Metric Filter I, SO
Filter: Log Group Name Prefix x
Log Groups Expire Events After
Billing fecs/helio-world-task-definition Never Expire
Events fecs/mysql-task-definition Never Expire
Rules
Event Buses
| Logs,
Metrics
Favorites
©Add a dashboard
CloudWatch CloudWatch > Log Groups
Dashboards
Alarms « EERTET actions v
[} Filter: /ecs/mysql X
Log Groups Expire Events After
Billing fecs/mysql-task-definition Never Expire
Events
Rules
Event Buses
| Logs
Metrics
Favorites

©Add a dashboard

CloudWatch > Log Groups > Streams for /ecs/imysql-task-definition

4 Search Log Group Create Log Stream Delete Log Stream

Filter:  Log Stream Name Prefix X

lk | Log Streams

[ ecs/mysql/518cd630-2991-49d1-acfa-82d92422dfe0
) ecs/mysqli19ba786-ef82-460c-b363-3585€250b895
) ecs/mysqli420334a2-1d41-4747-bc36-ic6e8551e22a
[ ecs/imysql/9a6caadd-94c5-42e0-956d-9fa28cecb26
[ ecs/mysqli4f1b2616-7e12-487e-b2b2-315557825ee7
[0 ecs/mysql/8b7e4f3c-6365-446¢-863a-12f378a8b9ed
) ecs/mysql/18f3ddSa-2106-4dc8-8470-941203f67101
[ ecs/mysqlifad31c57-69a2-4869-8354-29ba3fbabe4s
[ ecs/mysqli6408d17-87ae-4152-a505-1eea0847eeb1
[ ecs/mysqli1e7b1977-4959-4bd6-8156-37569e0e1387
) ecs/mysqli40c2f401-2b99-4468-917b-dae578a1fcb6
] ecs/mysql/b66a0c87-792a-4be3-b7e5-7b7cdfd79b3f
[0 ecs/mysqli29e3923c-3ced-4784-a172-d0158cd60as54
[ ecs/mysql/b9692487-1660-46¢8-893b-e7f4b737ades

Metric Filters
0 filters
0 filters

Metric Filters
0 filters

Last Event Time

2018-05-17 10:05 UTC-7
2018-05-17 10:03 UTC-7
2018-05-17 10:02 UTC-7
2018-05-17 10:00 UTC-7
2018-05-17 09:58 UTC-7
2018-05-17 09:56 UTC-7
2018-05-17 09:55 UTC-7
2018-05-17 09:53 UTC-7
2018-05-17 09:52 UTC-7
2018-05-17 09:49 UTC-7
2018-05-17 09:47 UTC-7
2018-05-17 09:45 UTC-7
2018-05-17 09:43 UTC-7
2018-05-17 09:42 UTC-7

o & 0
I« « LogGroups1-2 »
Subscriptions
None
None

o # 0
I« « LogGroups1-1 &

Subscriptions
None

o & 0

I« « Log Streams 1-23 »




L

CloudWatch > Log Groups > Jecs/mysqHtask-definition > ecs/mysql/518cd630-2991-49d1-acfa-62d92422dfe0

Filter events

Time (UTC +00:00)

2018-05-17

v  17:05:17
Initializing database

»AT0817
» o AT0817
» AT05:17
» 470517
» AT:05:17
» 470517
* 17:05:23

Message

Initializing database

Expand all @ Row Text

all 30s 5m 1h &h 1d

No older events found at the moment. Retry,

2018-05-17T17:05:17.301284Z 0 [Warning] [MY-010139] [Server] Changed limits: max_open_files: 1024 (requested 8161)
2018-05-17T17:05:17.301339Z 0 [Warning] [MY-010142] [Server] Changed limits: table_open_cache: 431 (requested 4000)
2018-05-17T17:05:17.301534Z 0 [Warning] [MY-011070] [Server] 'Disabling symbolic links using --skip-symbolic-links (or equivalent) is the defi
2018-05-17T17:05:17.379805Z 0 [System] [MY-013169] [Server] /usr/sbin/mysqld {(mysqld 8.0.11) initializing of server in progress as process 2
mbind: Operation not permitted
mbind: Operation not permitied
2018-05-17T17:05:23.6805387 5 [Warning] [MY-010453] [Server] roct@localhost is created with an empty password | Please consider switchir

E I - )

1w custom ~

2018-95-17T17:05:23.680538Z 5 [Warning] [MY-818453] [Server] root@localhost is created with an empty password ! Please consider switching of f the --initialize-

insecure option.

» 170527
» 70827
r 170827

CloudWatch
Dashboards
Alarms

Billing
Events
Rules
Event Buses
| Logs
Metrics

Favorites

©Add a dashboard

CloudWatch
Dashboards
Alarms

Billing
Events
Rules
Event Buses
Logs
| Metrics

Favorites

©Add a dashboard

2018-05-17T17:05:27.108886Z 5 [Waming] [MY-010315] [Server] ‘user entry ‘mysglinfoschema@Iocalnost ignored in —skip-name-resolve mc
2018-05-17T17:05:27.179937Z 5 [Waming] [MY-010315] [Server] ‘user entry ‘mysgl.session@localnost' ignored in —skip-name-resolve mode.
2018-05-17T17:05:27.1799752 5 [Waming] [MY-010315] [Server] 'user entry ‘mysgl.sys@localhost' ignored in —skip-name-resolve mode.

CloudWatch > Log Groups > fecs/mysql-task-definition > ecs/mysqgli47e65b88-c34a-4aSe-acfc-90732b0124aa

Filter events

Time (UTC +00:00)

2018-05-17
18:31:22
18:31:22
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23
18:31:23

v v v v vwowwrwwvv~

Expand all @ Row et | 2 &% @

all 30s 5m 1h 6h 1d 1w custom -

Message

mbind: Operation not permitted

mbind: Operation not permitted

2018-05-17T18:31:23.518987Z 0 [Wamning] [MY-010068] [Server] CA certificate ca.pem s self signed
2018-05-17T18:31:23.821727Z 0 [Wamning] [MY-011810] [Server] Insecure configuration for —pid-file: Location '/var/run/mysgid in the

2018-05-17T18:31:23.830540 0 [Wamning] [MY-010315] [Server] 'user entry 'mysq| ' ignored in —-skip-
2018-05-17T18:31:23.830571Z 0 [Waming] [MY-010315] [Server] 'user entry 'mysql ignored in --skip- ol
2018-05-17T18:31:23.830587Z 0 [Wamning] [MY-010315] [Server] 'user entry 'mysql.sys@localhost ignored in —-skip-name-resolve n
2018-05-17T18:31:23.830599Z 0 [Wamning] [MY-010315] [Server] 'user' entry ' ' ignored in —-skip- Ive mode

2018-05-17T18:31:23.630627Z 0 [Warning] [MY-010323] [Server] 'db' entry ' - schema mysql sessi ' ignored
2018-05-17T15:31:23.630641Z 0 [Wamning] [MY-010323] [Server] 'db’ entry 'sys mysq. ' ignored in —-skip. I

2018-05-17T15:31:23.630687Z 0 [Warning] [MY-010311] [Server] 'proxies_priv' entry '@ ' ignored in —skip. o

2018-05-17T15:31:23.634125Z 0 [Waming] [MY-010330] [Server] 'tables_priv entry 'user mysql session@localhost' ignored in —skip-
2018-05-17T18:31:23.534150Z 0 [Warning] [MY-010330] [Server] 'tables_priv’ entry 'sys_config mysql.sys@ocalnost' ignored in —sk
2018-05-17T18:31:23.911761Z 0 [System] [MY-010931] [Server] /usr/sbin/mysqld: ready for connections. Version: '8.0.11' secket: 'V

2013-05-17718:31:23.911761Z @ [System] [MY-018931] [Server] /usr/sbin/mysqld: ready for connections. Version: '8.8.11° socket:
! fvar/run/mysald/mysald.sock' port: 3386 MySQL Community Server - GPL.

Untitied graph
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mysql

ServiceName Metric Name
mysgl-service MemoryUtilization
mysql-service CPUUtilization



CloudWatch
Dashboards
Alarms

Billing
Events
Rules
Event Buses
Logs
| Metrics

Favorites

©Add a dashboard

Untitled graph ih 3h 12h 1d 3d 1w custom -  Line
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296
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@ MemoryUtilization @ CPUUtilization

All metrics Graphed metrics (2) Graph options

© Add a math expression @
v Label Details
v @  MemoryUtilization

v @  cPuUtilization ECS * CPUUtilization * ServiceName: mysgl-se..

ECS * MemoryUtilization * ServiceName: mysql...

17:45

18:00

StatisticE
Average

Average

~ | Actions v Sraliaw
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Period & Y Axis Actions®@
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Chapter 4: Using Auto Scaling

ECS

Client Service
Load

1 task

2 tasks

Ji &

Y

~ :f 3 tasks

@ Container definition

|
|
! & Task definition
|
|

Service

Cluster

Define your service Edit

A service allows you to run and maintain a specified number (the "desired count”) of simultaneous instances of a task definition in an
ECS cluster.

Service name  hello-world-service
Number of desired tasks 1
Security group  Automatically create new

A security group is created to allow all public traffic to your service only on the container port specified.
You can further configure security groups and network access outside of this wizard.

Load balancertype @ None

Application Load Balancer

*Required Cancel Previous m



Set up service: hello-world-service x

Service name* hello-world-service

N Number of desired tasks* | 3

Network access

IT you do not use a load balancer, a security group is created to allow all public traffic to your service ONLY on the
container port specified. If you use an Application Load Balancer, two security groups are created to secure your service:
An Application Load Balancer security group that allows all fraffic on the Application Load Balancer port and an Amazon
ECS security group that allows all traffic ONLY from the Application Load Balancer security group. You can further
configure security groups and network access outside of this wizard.

Security group* Automatically create new
CIDR block

0.0.0.0/0

Changing this value affects which IF
addresses can acCess your senvice.

Port range

*Required Cancel | m

Define your service Edit

A service allows you to run and maintain a specified number (the "desired count") of simultaneous instances of a task definition in an
ECS cluster.

Service name hello-world-service
Number of desired tasks 3
Security group Automatically create new

A security group is created to allow all public traffic to your sefvice only on the container port specified
You can further configure security groups and network access outside of this wizard

Load balancertype @ None

Application Load Balancer

*Required Cancel Previous



@ Container definition

@ Task definition

@ Service

Cluster

Configure your cluster

The infrastructure in a Fargate cluster is fully managed by AWS. Your containers run without you managing and configuring individual

Amazon EC2 instances.

To see key differences between Fargate and standard ECS clusters, see the Amazon ECS documentation.

Cluster name

hello-world

Cluster names are unique per account per region. Up to 255 letters (uppercase and lowercase), numbers,

hyphens, and underscores are allowed

VPC ID Automatically create new (i)

Subnets Automatically create new (i}

*Required

Task execution role

Container name

Image

Memory

Port

Protocol

Service

Service name

Number of desired tasks

Cluster
Cluster name
VPC ID

Subnets

*Required

Cancel

Create new

hello-world

tutum/hello-world

512

80

HTTP

hello-waorld-service

hello-world

Automatically create new

Automatically create new

Cancel

Previous m’

Edit

Edit

Previous



Launch Status

We are creating resources for your service. This may take up to 10 minutes. When we're complete, you can view your service

Additional features that you can add to your service after creation

Scale based on metrics
You can configure scaling rules based on CloudWatch metrics

Preparing service : 9 of 9 complete

ECS resource creation
Cluster hello-world
Task definition hello-world-task-definition:3
Service hello-world-service

Additional AWS service integrations
Log group The log group [ /ecs/nello-world-task-definition | already exists
CloudFormation stack EC2ContainerService-hello-world
VPC vpc-6260270a
Subnet 1 subnet-42dbaa2a
Subnet 2 subnet-0138967b
Security group sg-17cf0d7d

Amazon ECS Clusters > hello-world > Service: hello-world-service

Clust i i
| o '%Serwce:heIIo—worId—servnce

Task Definitions

Amazon ECR Cluster  hello-world Desired count
Repositories Status  ACTIVE Pending count
Task definition  hello-world-task-definition:3 Running count

Launchtype FARGATE
Platform version LATEST

Service role aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS

Details Tasks Events Auto Scaling Deployments Metrics Logs
Load Balancing

Load Name [of i Name Container Port

No load balancers

Network Access

Allowed VPC  vpc-6260270a
Allowed subnets subnet-42dbaa2a,subnet-0138967b
Security groups*  sg-17cf0d7d

Auto-assign public IP  ENABLED

complete @
complete @
complete @
complete @

complete @
complete @
complete @
complete @
complete @
complete @
complete @



Service : hello-world-service m Delete

Cluster hello-world Desired count 3
Status ACTIVE Pending count 0
Task definition hello-world-task-definition:3 Running count 3

Launch type FARGATE
Platform version LATEST

Service role aws-service-role/ecs.amazonaws.com/AWSSernviceRoleForECS

Details Tasks Events Auto Scaling Deployments Metrics Logs
Last updated on May 19, 2018 1:52:22 PM (Omago) | =& | @

Task status: Stopped

Y Filter in this page ¢ 13 > Pagesize 50
Task Task Definition Last status Desired status Group Launch type Platform version
d91f9208-cc02-4... hello-world-task-... RUNNING RUNNING senvice:hello-wor... FARGATE 1.1.0
dbfe3702-75fa-4f...  hello-world-task-.. RUNNING RUNNING servicechello-wor...  FARGATE 1.1.0
e71b5ae5-78e9- ..  hello-world-task-.. RUNNING RUNNING senvice-hello-wor...  FARGATE 1.1.0

Update Service

Slepz g iesence [y Set Auto Scaling (optional)

Step 2: Configure network

Service Auto Scaling (optional)

Automatically adjust your service’s desired count up and down within a specified range in response to CloudWatch alarms. You can
modify your Service Auto Scaling configuration at any time to meet the needs of your application.

| step 3: set Auto Scaling (optional)

Service Auto Scaling Do not adjust the service's desired
count

@ Configure Service Auto Scaling to
adjust your service's desired count

Minimum number of tasks (i ]

Automatic task scaling policies you set cannot reduce the number of tasks befow this number

Desired number of tasks 3 i}



Set Auto Scaling (optional)

Service Auto Scaling (optional)

Automatically adjust your service’s desired count up and down within a specified range in response to CloudWatch alarms. You can
modify your Service Auto Scaling configuration at any time to meet the needs of your application.

Service Auto Scaling Do not adjust the service's desired
count

@ Configure Service Auto Scaling to
adjust your service's desired count

Minimum number of tasks | 1 i}

Automatic task scaling palicies you set cannot reduce the number of tasks below this number

Desired number of tasks 3 (i}

s

Maximum number of tasks 5 (i ]

Automatic task scaling policies you set cannot increase the number of tasks above this number.

Service Auto Scaling Do not adjust the service's desired
count

® Configure Service Auto Scaling to
adjust your service's desired count

Minimum number of tasks | 1 (i}

Automatic task scaling policies you set cannot reduce the number of tasks below this number.
Desired number of tasks 3 (i)
Maximum number of tasks = 5 (i}
Automatic task scaling policies you set cannot increase the number of tasks above this number.
IAM role for Service Auto Scaling = ecsAutoscaleRole v O

Automatic task scaling policies

. Add scaling policy

Policy name*

No results



Add policy

Scaling policy type Target tracking

s

® Step scaling

Policy name* [ AutoScaler

Execute policy when Create new Alarm

® Use an existing Alarm

Select an alarm ..

Scaling action Please select an alarm

Q



Add policy X

Scaling policy type Target tracking (i ]
@ Step scaling

Policy name* | AutoScaler

Execute policy when %@) Create new Alarm

Use an existing Alarm

This wizard uses ECS metrics for new alarms. To scale your service with other metrics,
create your alarms in the CloudWatch console. and then refresh the alarm list here.

Alarm name
ECS service CPUUtilization -
metric
Alarm threshold Average w | Of CPUUtlIization | s=w 0
Add policy x

Execute policy when @ Create new Alarm

Use an existing Alarm

This wizard uses ECS metrics for new alarms. To scale your service with other metrics,
create your alarms in the CloudWatch console. and then refresh the alarm list here.

Alarm name AutoScaleBasedOnCPUUtilization

ECS service = CPUUTtilization ».
metric

Alarm threshold Maximum w | of CPUULIlization | >=w 0.1

for| 1 consecutive periods of‘ 5minu... v
m 5 minutes

15 minutes

1 hour =




Add policy x

Policy name* = AutoScaler

Execute policy when @ Create new Alarm
Use an existing Alarm
This wizard uses ECS metrics for new alarms. To scale your service with other metrics,

create your alarms in the CloudWatch console. and then refresh the alarm list here.

Alarm name | AutoScaleBasedOnCPUUtilization Edit

breaches the alarm threshold: CPUUltilization > 0.1 for 60

seconds
Scaling action = Add v 1 tasks w when 0.1 <= CPUUtilization <| +infinity
© Add
Cooldown period | 300 l seconds between scaling actions
4 »
Minimum number of tasks | 1 [ ]

Automatic task scaling policies you set cannot reduce the number of tasks below this number.
Desired number of tasks | 3 [i ]
Maximum number of tasks | 5 [ ]
Automatic task scaling policies you set cannot increase the number of tasks above this number.
IAM role for Service Auto Scaling ecsAutoscaleRole * O

Automatic task scaling policies

Add scaling policy

Policy name*

AutoScaler o

*Required Cancel Previous m



Allowed VPC vpc-6260270a
Allowed subnets subnet-42dbaaZa.subnet-0138967h
Security groups* sg-17cf0d7d

Auto-assign public IP ENABLED

Elastic load balancing not configured. Load balancing settings can only be set on service creation.

Set Auto Scaling (optional)
Minimum number of tasks 1

Maximum number of tasks 5

AutoScaler: CPUUtilization = 0.1

Policy type: Step scaling

For alarm: AutoScaleBasedOnCPUUtilization
Take the action:

Add 1 tasks when 0.1 <= CPUUtilization

Launch Status
ECS Service status - 4 of 4 completed

Configure Task Networking
Service Auto Scaling

Register scalable target: service/hello-world/hello-world-service

Cancel

Edit

Previous Update Service ‘h

@ Scalable Target registered.

Scalable Target registered for resourceld: service/hello-world/hello-world-service

Create/Update policy: AutoScaler

®@ Scaling Policy: AutoScaler created

world/hello-world-service:policyName/AutoScaler

Scaling Policy: AutoScaler created: amn:aws:autoscaling:us-east-2:672593526685:scalingPolicy:c209d78d-5c6f-47ae-b77a-45d704cad270:resource/ecs/service/hello-

Create/Update CloudWatch alarm for policy: AutoScaler

@ Cloudwatch alarm for policy:AutoScaler created/updated.
CloudWatch alarm for pelicy:AutoScaler created/updated. AutoScaleBasedOnCFPUUtilization




Update Service

Update service: hello-world-service

@  Service updated

Service updated successfully. View: hello-world-service

Clusters > hello-world > Service: hello-world-service

Service : hello-world-service

Cluster

Status

Task definition
Launch type
Platform version

Service role
Details Tasks

Minimum tasks: 1

hello-world Desired count 3
ACTIVE Pending count 0
hello-world-task-definition: 3 Running count 3

FARGATE

LATEST

AutoScaler: CPUUtilization = 0.1
Policy type: Step scaling

For alarm: AutoScaleBasedCOnCPUUtlization

Take the action:
Add 1 tasks when 0.1 <= CPUUtilization

Details Tasks

Y Fiiter in this page

Event Id

b2da6faa-cf1c-49e3-903d-808b84438a52

468b7dag-ea52-423d-abef-a25ea48741c5

2018-05-19 13:48:46 -0700
2018-05-19 13:48:11 -0700

aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS
Events Auto Scaling Deployments Metrics Logs
Maximum tasks: 5
Events Auto Scaling Deployments Metrics Logs
Last updated on May 19, 2018 5:03:16 PM (Om ago) | & @ @
< 12 »
Event Time Message

service hello-world-service has reached a steady state.
service hello-world-service has started 3 tasks: task e71b5ae5-78e9-
46b5-90a6-a36d1ae0396a task d91f9208-cc02-434b-b9al-

483d463904b1 task dbfe3702-75fa-4fc4-aZea-519172550c23



Details Tasks

Events

Task status: - Stopped

Task

d9179208-cc02-4.

dbfe3702-75fa-4....

e71b5aed-78ed-...

Filter in this page

Task Definition

hello-world-task-.
hello-world-task-.

hello-world-task-.

Clusters >

Auto Scaling

hello-world >

Deployments = Metrics
Last status Desired status
RUNNING RUNNING
RUNNING RUNNING
RUNNING RUNNING

Group

service:hello-wor..
service hello-wor...

service:hello-wor...

Task: d9119208-cc02-434b-b9a0-483d463904b1

Last updated on May 19, 2018 5:04:47 PM (Om ago) | & | @

< 13 > Pagesize 50 ¥

Launch type
FARGATE
FARGATE
FARGATE

‘ Task : d91f9208-cc02-434b-b9a0-483d463904b1

Details | Logs

Cluster

Launch type
Platform version
Task definition
Group

Task role

Last status
Desired status

Created at

Network

Network mode
ENI Id
Subnet Id

Private IP

[} Public IP

+ 3 hitp://18.191.95.171/

mtutum

Hello world!

hello-world

FARGATE

11.0
hello-world-task-definition:3
service:hello-world-service
None

RUNNING

RUNNING

2018-05-19 13:48:11 -0700

awsvpc
eni-4c5d081d
subnet-42dbaa2a
10.0.0.54

18.191.95.171

My hostname is 061a3698abd4

Platform version

11.0

1.1.0

1.1.0




< 1-10f1 >

hello-world >
FARGATE

1 4k 0

Semvices Running tasks Pending tasks

< 1-10f1 >

hello-world >
FARGATE

1 S 0

Services Running tasks [} Pending tasks

Services Tasks ECS Instances Metrics Scheduled Tasks

Stop | StopAll | Last updated on May 19, 2018 5:35:14 PM (Omago) | & | @ |
Desired task status: Stopped

Y Fiiter in this page Launch type ALL ¥ < 15 » Pagesize 50 ¥
Task Task defin... Container... Laststatus  Desired st... Started By Group Launchty... Platformyv...
2e576389-...  hello-world... - RUNNING RUNNING ecs-sve/92.. service:hell... FARGATE 1.1.0
abc17cdf-1... hello-world... - RUNNING RUNNING ecs-sve/92...  servicethell... FARGATE 1.1.0
d91f9208-c... hello-world... - RUNNING RUNNING ecs-sve/92...  servicethell... FARGATE 1.1.0
dbfe3702-7... hello-world... - RUNNING RUNNING €Cs-Sve/92.. service:hell... FARGATE 1.1.0

e71bSae5-... hello-world... - RUNNING RUNNING ecs-sve/92...  servicethell... FARGATE 1.1.0



| CloudWatch
Dashboards
Alarms
ALARM

Billing
Events

Rules

Event Buses
Logs
Metrics

Favorites

© Add a dashboard

CloudWatch
Dashboards
| Alarms

OK

Billing
Events

Rules

Event Buses
Logs
Metrics

Faverites
© Add a dashboard

CloudWatch
Dashboards
| Alarms

OK

Billing
Events

Rules

Event Buses
Logs
Metrics

Favorites

©Add a dashboard

Metric Summary

4 Amazon CloudWatch monitors operational and performance metrics for your AWS cloud resources and applications.

You currently have 79 CloudWatch metrics available in the US East (Ohio) region

Browse or search your metrics to get started graphing data and creating alarms.

Browse Metrics

0

Alarm Summary

You have 1 alarm in ALARM state in US East (Ohio) region.

AutoScaleBasedOnCPUUtlization
CPULLtilization == 0.1 for 1 datapoi..

05
A

518 518 5120
2200 2300 00:00

Actions «

(o= ALl Add to Dashboard

Filter: All alarms v Q, Search Alarms
State ~ | Name

ALARM AutoScaleBasedOnCPUUtilization

[

1 Alarm selected

Alarm:AutoScaleBasedOnCPUULilization

Q, Search Metrics X

c

Create Alarm

¥ [ Hide all AutoScaling alarms €

o % 0

[€ € 1t010f1aams $ 3|

Threshold ~ Config Status =

CPUUtilization == 0.1 for 1 datapoints within 1 minute

Details || History
State Details: State changed to ALARM at 2018/05/19. Reason: Threshold Crossed: 1 datapaoint AutoScaleBasedOnCRUUtilization
[0.10864906146583148 (20/05/18 00-32-00)] was greater than or equal to the threshold CPUUtilization == 0.1 for 1 datapsints within
(0.1)
Description: s
Threshold: CPUUtilization >= 0.1 for 1 datapoints within 1 minute 1
Actions: In ALARM: s For service servicelhello-worldihello-world-service use policy o5
AutoScaler (Add 1 task) |
Namespace: AWS/ECS el
519 519 5/20
Metric Name: CPUUtilization 22:00 23:00 00:00
Dimensions: ClusterName = hello-world, ServiceName = hello-world-service
Average
;1 minute
Add to Dashboard ~ Actions v o % 0
Filter: Allalarms v Q Search Alarms X' [] Hide all AutoScaling alarms € J€ € 1totoftalarms » »|
State ~ Name ~ Threshold ~ Config Status N
@ OK AutoScaleBasedOnCPUUtilization CPUUtilization >= 0.1 for 1 datapoints within 1 minute
1 Alarm selected _ =]

Alarm:AutoScaleBasedOnCPUUtilization

Details | History |

Showing all history entries (11)

Date Type

2018-05-19 17:39 UTC-7  State update
2018-05-19 17:34 UTC-7  State update
2018-05-19 17:34 UTC-7  Action
2018-05-1917:28 UTC-7  State update
2018-05-1917:26 UTC-7  Action

2018-05-1917:26 UTC-7  State update

v |w |¥|w |¥ v |¥

2018-05-1917:25 UTC-7  State update

Description

Alarm updated from ALARM to OK
Alarm updated from OK to ALARM
Successfully executed action am:aws:autoscaling:us-east-2:672593526685:scalingPolicy:c209d78d-5¢6f~

Alarm updated from ALARM to OK

Alarm updated from OK to ALARM
Alarm updated from ALARM to OK

Successfully executed action am:aws:autoscaling:us-east-2:672593526685:scalingPolicy:c209d78d-5¢6f-



Clusters > hello-world > Service: hello-world-service

Service : hello-world-service

Cluster hello-world % Desired count 35
Status ACTIVE Pending count 0O
Task definition hello-world-task-definition:3 Running count 5

Launch type FARGATE
Platform version LATEST

Service role aws-service-role/ecs.amazonaws.com/AWSServiceRoleForeCS

Details Tasks Events Auto Scaling Deployments Metrics Logs

Minimum tasks: 1 Maximum tasks: 5

AutoScaler: CPUUtilization > 0.1

Policy type: Step scaling

For alarm: AutoScaleBasedOnCPUULtilization
Take the action:

Add 1 tasks when 0.1 <= CPUUtilization

SIEpH s eoINeieE e Set Auto Scaling (optional)
Step 2° Configure network

Service Auto Scaling (optional)

Automatically adjust your service's desired count up and down within a specified range in response to CloudWatch alarms. You can
modify your Service Auto Scaling configuration at any time to meet the needs of your application.

| step 3: set Auto Scaling (optional)

Step 4' Revie

Service Auto Scaling Do not adjust the service’s desired
count

® Configure Service Auto Scaling to
adjust your service's desired count

Minimum number of tasks 1 [ ]

Automatic task scaling policies you set cannot reduce the number of tasks below this number.

I Desired number of tasks 5 (i}

Maximum number of tasks 5 [i]

Automatic task scaling policies you set cannot increase the number of tasks abowve this number



Service Auto Scaling Do not adjust the service’s desired
count

® Configure Service Auto Scaling to
adjust your service's desired count

Minimum number of tasks 1 (i ]

Automatic task scaling policies you set cannot reduce the number of tasks below this number.

Desired number of tasks | 3 o

Maximum number of tasks 5 (i ]

Automatic task scaling policies you set cannot increase the number of tasks above this number.
1AM role for Service Auto Scaling =~ AWSServiceRoleForApplicationAu... + €@

Automatic task scaling policies

Add scaling policy

Policy name*

AUTOSC&E!}:



Edit policy

Scaling policy type Target tracking

® Step scaling

Policy name* AutoScaler

Execute policy when Create new Alarm

® Use an existing Alarm

AutoScaleBasedOnCPUULtI... w < |

breaches the alarm threshold: CPUUtilization > 0.1 for 60

seconds

for the metric dimensions ClusterName=hello-world,

ServiceName=hello-world-service

Scaling action Add v 1

tasks w when| 09

© Add

Cooldown period | 60] ISQCOHGS between scaling actions

Set Auto Scaling (optional)
Minimum number of tasks 1

Maximum number of tasks 5

AutoScaler: CPUULtilization > 0.1

Policy type: Step scaling

For alarm: AutoScaleBasedOnCPUUtIlization
Take the action:

Add 1 tasks when 0.9 == CPUUtilization

Cancel

<= CPUUtilization < | +infinity

»

Cancel

Edit

Previous Update iervice



Launch Status

ECS Service status - 5 of 5 completed

Configure Task Networking

Service Auto Scaling

Register scalable target: service/hello-warld/hello-world-service

Scalable Target Nothing to update.

Delete policy: AutoScaler

®@ AutoScaler deleted successfully.
Scaling Policy: AutoScaler

Create/Update policy: AutoScaler

@  Scaling Policy: AutoScaler created
Scaling Policy: AutoScaler created: am:aws autoscaling:us-east-2:672593526685 scalingPolicy:c209d78d-5c6f-47ae-b7 7a-45d704ca827 0 resource/ecs/service/hello-
world/hello-world-service:policyNamefAutoScaler

Clusters > hello-world > Service: hello-world-service

Service : hello-world-service

Cluster hello-world Desired count 23
Status ACTIVE Pending count O
Task definition hello-world-task-definition:3 Running count 3

Launch type FARGATE
Platform version LATEST

Service role aws-service-role/ecs.amazonaws.com/AWSServiceRoleForeECS

Details  Tasks Events Auto Scalinglk Deployments = Metrics  Logs

Minimum tasks: 1 Maximum tasks: 5

AutoScaler: CPUUtilization > 0.1

Policy type: Step scaling

For alarm: AutoScaleBasedOnCPUUltilization
Take the action:

Add 1 tasks when 0.9 <= CPUUtilization




Event id

82e8a398-934c-48a3-80aa-5277e6d687193
38a282cd-dcaa-4449-9263-d87e6c09828¢

ca3447eb-b0fe-43e4-9252-ac84ad6fb7ad

fcOfcc1a-8ab1-404d-978a-fbe4f73e730b

b0175347-c206-4c8e-acc6-6d2c6449e7dc

fedOfebe-6956-4940-9634-795861flb1a9

9730b827-2352-457¢-a362-111134e380e5

6176175¢-aa20-4741-95d0-2b2ab157ae05

b2da6faa-cf1c-49e3-903d-808b54438a52

468b7dag9-ea52-423d-abef-a25ea4874fcd

Event Time

2018-05-19 18:14:12 -0700
2018-05-19 18:14:02 -0700

2018-05-19 17:35:13 -0700

2018-05-19 17:34:45 -0700

2018-05-19 17:34:41 -0700

2018-05-19 17:25:04 -0700

2018-05-19 17:24:45 -0700

2018-05-19 17:24:41 -0700

2018-05-19 13:48:46 -0700
2018-05-19 13:48:11 -0700

Message

service hello-world-service has reached a steady state.

service hello-world-service has stopped 2 running tasks: task d91f9208-
cc02-434b-b9a0-483d463904b1 task dbfe3702-757a-4fc4-a2ea-
519172550c23.

service hello-world-service has reached a steady state.

service hello-world-service has started 1 tasks: task abc17cdf-111b-
4697-8c81-8ada2d54adf6.

Message: Successfully set desired count to 5. Change successfully
fulfilled by ecs. Cause: monitor alarm AutoScaleBasedOnCPUUtilization
in state ALARM triggered policy AutoScaler

service hello-world-service has reached a steady state.

service hello-world-service has started 1 tasks: task 2e576389-3d49-
4a13-bbag-caea301fb746.

Message: Successfully set desired count to 4. Change successfully
fulfilled by ecs. Cause: monitor alarm AutoScaleBasedOnCPUUtilization
in state ALARM triggered policy AutoScaler

service hello-world-service has reached a steady state.

service hello-world-service has started 3 tasks: task e71b5ae5-78e9-
46b5-90a6-a36d1ae0396a task d9179208-cc02-434b-b9al-
4383d463904b1 task dbfe3702-75fa-4fc4-a2ea-51972550c23.



Chapter 5: Using IAM

c &% 0
Search IAM
Dashboard Q Find users by username or access key Showing 0 resuits
Groups o

User name v Groups Access key age Password age Last activity MFA
Users | BT
There are no IAM users. Learn more

Roles
Policies

Identity providers
Account settings

Credential report

Encryption keys

Set user details

You can add multiple users at once with the same access type and permissions. Learn more

[k User name* | dvohra

© Add another user

Select AWS access type

Select how these users will access AWS. Access keys and autogenerated passwords are provided in the last step. Learn more

Access type*

Programmatic access
Enables an access key ID and secret access key for the AWS AP, CLI, SDK, and other development
tools.

v AWSM g 1t Console
Enables a password that allows users to sign-in to the AWS Management Console.
Console password* Autogenerated password
® Custom password
Set permissions for dvohra
@Add user to group Copy permissions from E Attach existing policies
existing user directly {b

@  Get started with groups

Create group

You haven't created any groups yet. Using groups is a best-practice way to manage users' permissions by job functions, AWS service access, or your custom
permissions. Get started by creating a group. Learn more

Cancel Previous



Filter: Policy type ~  Q ECS Showing 2 results

Policy name Type Attachments =  Description
“ » [T AmazonECS FullAccess AWS managed 0  Provides administrative access to Amazon ECS resources and enables ECS
v » W AmazonECSTaskExecutionRole AWS managed 2 Provides access to other AWS service resources that are required to run Am._
Cancel Previous Ne:
Filter: Policy type - Q Config Showing 7 results
Policy name ~ Type Attachments =  Description
) » (7] AWSConfigRole AWS managed 0 Enables AWS Config fo read resource configurations for supported AWS reso. .
v/ » WB AWSConfigRoleForOrganizations AWS managed 0 Allows AWS Config to call read-only AWS Organizations APIs
v y WB AWSConfigRulesExecutionRole AWS managed 0  Allows an AWS Lambda function to access the AWS Config APl and the confi
» NP AWSConfigUserAccess AWS managed 0 Provides access to use AWS Config, including searching by tags on resource...
»  W# AwsSIoTConfigAccess AWS managed 0 This policy gives full access to the AWS IoT configuration actions
» Wl AWSIOTConfigReadONlyAccess AWS managed 0  This policy gives read only access to the AWS loT configuration actions
» config-role-us-east-1_AWSConfi. Customer managed [t}

Delete user [N - 7]
Search IAM ]

Dashboard Q Find users by username or access key Showing 1 result
Groups )
¥ Username v Groups Access key age Password age Last activity MFA
I Users
v dvohra None None Today None Not enabled
Roles &
Policies

Identity providers
Account settings

Credential report

Encryption keys



Permissions Groups (0) Security credentials

User ARN arn:aws:iam::672593526685:user/dvohra (2]

Path /

Creation time 2018-06-07 17:44 PDT

Add permissions Attached policies: 6

Policy name «

Attached directly

B¥ AwSConfigRoleForOrganizations

=

¥ AWSConfigRole

{

¥ IAMUserChangePassword

=

¥ AmazonECS_FullAccess
Al

=

mazonECSTaskExecutionRolePolicy

RF AwscConfigRulesExecutionRole

Create policy

Access Advisor

Policy type «

AWS managed policy
AWS managed policy
AWS managed policy
AWS managed policy
AWS managed policy

AWS managed policy

X X X X X %X

© Add inliw policy

0 :

A policy defines the AWS permissions that you can assign to a user, group, or role. You can create and edit a policy in the visual editor and using JSON. Learn more

Visual editor JSON l}

OWRNOUV A WN =

el

“

"Version": "2012-10-17",
"Statement":[{

"Effect": "Allow",

"Action": "elasticloadbalancing:*",

ngw

"Resource":

3

Import managed policy



Review policy

Before you create this policy, provide the required information and review this policy.

Name* | ElasticLoadBalancing

Maximum 128 characters. Use alphanumeric and '+=,.@-_' characters.

Summary

Q Fitter

Service Access level Resource Request condition

Allow (2 of 141 services) Show remaining 139
ELB Full access Al resources None

ELB v2 Full access All resources None

»
* Required Cancel Previous Create policy

< User ARN arn:aws:iam::672593526685:user/dvohra (g
Path /

Creation time 2018-06-07 17:44 PDT

Permissions Groups (0) Security credentials Access Advisor
Add permissions Attached policies: 7
Policy name Policy type +

Attached directly

» W AWSConfigRoleForOrganizations AWS managed policy X
» ! AWSConfigRole AWS managed policy X
> W IAMUserChangePassword AWS managed policy x
» W AmazonECS_FullAccess AWS managed policy X
» B AmazonECSTaskExecutionRolePolicy AWS managed policy x
» W AWSConfigRulesExecutionRole AWS managed policy X
% » ElasticLoadBalancing Inline policy x

Services v Resource Groups v * L ohr: Global v Support v

. My Account
< User ARN arn:aws:iam::672593526685:user/dvohra (@
My Organization
Path /
My Billing Dashboard
Creation time 2018-06-07 17:44 PDT
My Security Credentials

Permissions Groups (0) Security credentials Access Advisor

Add permissions Attached policies: 7

Policy name v Policy type v

b



Users > dvohra

Summary

User ARN arn:aws:iam::672593526685:user/dvohra (2]
Path /

Creation time 2018-06-07 17:44 PDT

Permissions Groups (0) Security credentials Access Advisor

Sign-in credentials

Console password Enabled ¢* Manage password
% Console login link https 5.signin.aws.amazon.com/console
Last login Never
Assigned MFA device No ¢*

Signing certificates None ¢

dWsS

Account ID or alias

IAM user name

dvohra

Password

I

Sign-in using_root account credentials

aws

Services v Resource Groups ~ * dvohra - N. Virginia Support v

AWS services Helpful tips
ECS Q } % Manage your costs
Elastic Container Service P‘ Monitor your AWS costs, usage, and
Run and Manage Docker Containers reservations using AWS Budgets. Start now

5”‘:1"; Elastuc Container Service W 1AM i,,‘?‘,} =

Billing 3:@:[ EC2 Create an organization

Use AWS Organizations for policy-based
management of multiple AWS accounts. Start

now

> All services



Chapter 6: Using an Application Load Balancer
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Volumes - Create Load Balancer [EXCLERY > # 0
Snapshots 4 El ~

NETWORK & Q Filter by tags and attributes or search by keyword None found

= SECURITY
Security Groups Name + DNS name ~  State ~ VPCID ~  Availability Zones -~ Type
Elastic IPs

Placement Groups You do not have any load balancers in this region

Key Pairs

Network Interfaces
= LOAD BALANCING
| Load Balancers

Target Groups

Select load balancer type

Elastic Load Balancing supports three types of load balancers: Application Load Balancers, Network Load Balancers (new), and Classic Load Balancers. Choose the load balancer type that meets
your needs. Learn more about which load balancer is right for you

Application Load Balancer Network Load Balancer Classic Load Balancer

PREVIOUS GENERATION

for HTTP, HTTPS, and TCP

Choose an Application Load Balancer when you need a Choose a Network Load Balancer when you need ulira- Choose a Classic Load Balancer when you have an
flexible feature set for your web applications with HTTP high performance and static IP addresses for your existing application running in the EC2-Classic network
and HTTPS traffic. Operating al the request level, application. Operaling at the connection level, Network

Application Load Balancers provide advanced routing, Load Balancers are capable of handling millions of Leamn more >

TLS termination and visibility features targeted at requests per second while maintaining ultra-low latencies.

application architectures. including microservices and

containers Learn more >

1. Configure Load Balancer 2. Configure Security Settings 3. Configure Security Groups 4. Configure Routing 5. Register Targets 6. Review

Step 1. Configure Load Balancer
Basic Configuration

To configure your load balancer, provide a name, select a scheme, specify one or more listeners, and select a network. The default configuration is an Internet-facing load balancer in the selected
network with a listener that receives HTTP traffic on port 80.

N Name (j) hello-world-b
Scheme (i) ® internet-facing
O internal
IP address type (i) [ipva M
Listeners

A listener is a process that checks for connection requests, using the protocol and port that you configured
Load Balancer Protocol Load Balancer Port

]

Cancel | Next: Configure Security Settings



1. Configure Load Balancer 2. Configure Security Settings 3. Configure Security Groups 4. Configure Routing 5. Register Targets 6. Review

Step 3: Configure Security Groups
A security group is a set of firewall rules that control the traffic to your load balancer. On this page, you can add rules to allow specific traffic to reach your load balancer. First, decide whether to create a
new security group or select an existing one.

Assign a security group:  © Create a new security group

O Select an existing security group

Security group name: |Iuaa-DaIaﬂcer-WIzam-4 |
Description: |Iuad—ba|ancer—mzard74 created on 2018-06-12T13:49:53 547-07.00 |
Type (i) Protocol (i) Port Range (i) Source (i)
Custom  v|[0.0000, /0 |
Add Rule

Cancel  Previous Next: Configure Routing

1. Configure Load Balancer 2. Configure Securty Settings 3. Configure Security Groups 4. Configure Routing 5. Register Targets 6. Review

Step 4: Configure Routing
Your load balancer routes requests to the targets in this target group using the protocol and port that you specify, and performs health checks on the targets using these health check settings. Note that
each target group can be associated with only one load balancer.

Target group
Targetgroup (i) | New target group v
Name () |nello-world-ig ]
Protocol (i)  [HTTP v
Port (i)  [s0 ]
Targettype (i) [ip "]
Health checks
Protocol (i)  [HTTP M
Path (i) | |

» Advanced health check settings

Cancel  Previous Next: Register Targets.

1. Configure Load Balancer 2. Configure Security Settings 3. Configure Security Groups 4. Configure Routing 5. Register Targets 6. Review

Step 5: Register Targets
Register targets with your target group. If you register a target in an enabled Availability Zone, the load balancer starts routing requests to the targets as soon as the registration process completes
and the target passes the initial health checks.

hello-world-tg (target aroup)

Specify one or more |IP addresses to register as targets

Network @ IP (allowed ranges)

vpe-87caasft (172.30.0.0/16) -

0 total IP addresses. Clearall ¥

Cancel Previous Next: Review




1. Configure Load Balancer

Step 6: Review

2. Configure Security Settings

3. Configure Security Groups 4. Configure Routing 5. Register Targets

Please review the load balancer details before continuing

~ Load balancer

Name

Scheme
Listeners.

IP address type
VPC

Subnets

Tags

v Security groups

Security groups

~ Routing

Target group
Target group name
Port

hello-world-Ib

internet-facing

Port:80 - Protocol:HTTP

ipvd

vpc-87caastt

subnet-d0a6788d, subnet-2ecedd11

load-balancer-wizard-4

New target group
hello-world-tg
80

Create Load Balancer Actions v
»

Q Filter by tags and attributes or search by keyword

@ Name +  DNS name ~ State

@ hello-worldb hello-world-lb-389644355.us... provisioning

Load balancer: || hello-world-lb

Description Listeners Monitoring Tags

Basic Configuration

Name: hello-world-b €® Creation time:
ARN: arn:aws:elasticloadbalancing-us-east- Hosted zone:
1:672593526685 loadbalancerfapp/hello-world-b/a16a03b70038dr51 <] state:
DNS hello-world-Ib-389644355 us-east-1.elb.amazonaws.com £2] VPC:
name: (A Record) :
. i IP address type:
Scheme: intemet-facing
. AWS WAF Web ACL:
Type: application
Availability  subnet-2eceddit - us-east-1e,
Zones: subnet-d0as733d - us-east-1d

Create Load Balancer Actions v
»

Q Filter by tags and attributes or search by keyword

[ ] Name + | DNS name ~  State ~| VPCID
[ ] hello-world-lb hello-world-lb-389644355 us active vpc-87caabif
Load balancer: || hello-world-lb
Description Listeners Monitoring Tags
Basic Configuration
Name: hello-world-Ib é® Creation time:
ARN: arn:aws:elasticloadbalancing:us-east- Hosted zone:
1:672593526685 loadbalancer/app/hello-world-1b/a16a03b70038df51 %2l state:
DNS hello-world-Ib-389644355 us-east-1 elb amazonaws. com (2] vPC:
name: (A Record) :
) ) IP address type:
Scheme: internet-facing
AWS WAF Web ACL:
Type: application
Availability subnet-Zecedd11 - us-east-1e,

Zones: subnet-d0as788d - us-east-1d

VPC ID

vpe-87caabif

6. Review

Edit

Edit

Edit

Cancel Previous @

~  Availability Zones - Type -

us-east-1e, us-east-1d application

=R =]

June 12, 2018 at 1:58:01 PM UTC-7
Z358XDOTRATXTK
provisioning

vpc-87caabit

ipv4
o B
1to10of1
~ Availability Zones - Type -
us-east-1e, us-east-1d application
|_ =R =]

June 12, 2018 at 1:58:01 PM UTC-7
Z358XDOTRATXTK

active

vpe-87caabit

ipvd



STORE - =
Create target group YIRS
Volumes ]
Snapshots Q Filter by tags and attributes or search by keyword
NETWORK &
=l SECURITY @ Name «  Port ~ Protocol ~ Targettype ~ Load Balani~
Security Groups
1y s @ hello-world-ig 80 HTTP ip hello-world-lb

&

Elastic IPs

Flacement Groups Target group: | hello-world-tg

Key Pairs
Description Targets Health checks Monitoring Tags
Network Interfaces
| LOAD BALANCING Basic Configuration
Load Balancers B
Name (i)
Target Groups hello-world-tg
=] AUTO SCALING ARN (i)
Launch arn:aws:elasticloadbalancing:us-east-1:6725935266585:targetgroup/hello-world-tg/5205c032672288b0 [¥al
Configurations B
Protocol (i)
Auto Scaling Groups HTTE -
_ SYSTEMS MANAGER Port ()
SERVICES -
80
Run Command B
State Manager - Targettype (i)
Amazon ECS Clusters
| clusters ‘

Task Deﬁnitior@
Amazon ECR
Repositories

Create Cluster Get Started

View

default >
FARGATE

0

Services

0

Running tasks

For more information, see the ECS documentation.

0

Pending tasks

Amazon ECS
Clusters « Task Definitions
| Task Definitions
Amazon ECR they are linked fogether, and which host ports they will use. Learn more

Repositories

Create new Task Definitiol Create new revision -

Status:

INACTIVE

Y Filter in this page

Task Definition

Latest revision status

No results

Last updated on June 12, 2018 2:07:18 PM (Om ago)

o %
1to10of1
VPCID ~ Monitoring -
vpe-87caabif .
_J Q=]

An Amazon ECS cluster is a regional grouping of one or more container instances on which you can run task requests. Each account receives a default cluster
the first time you use the Amazon ECS service. Clusiers may contain more than one Amazon EC2 instance type.

~

view all| &

< 1-10f1 >

Task definitions specify the container information for your application, such as how many containers are part of your task, what resources they will use, how

el
[$3

[}



Create new Task Definition

| Step 1: Select launch type compatibility Select Iaunch type compatlblllty

Step 2: Configure task and container definitions
Select which launch type you want your task definition to be compatible with based on where you want to launch your

task.

FARGATE
Price based on task size

Requires network mode awsvpc

AWS-managed infrastructure, no Amazon EC2
instances to manage

m

Price based on resource usage

EC2

IMultiple network modes available

Create new Task Definition

Step 1: Select launch type Configure task and container definitions
compatibility

A task definition specifies which containers are included in your task and how they interact with each other. You can also specify data
volumes for your containers to use. Learn more

Step 2: Configure task and
container definitions

Task Definition Name*  hello-world-task-definition i}

Requires Compatibilities® FARGATE

TaskRole | ecsTaskExecutionRole v] =

Optional 1AM role that tasks can use to make API
requests to authorized AWS services. Create an
Amazon Elastic Container Service Task Role in
the IAM Console &

I}; Network Mode  awsvpe * O

If you choose <default=, ECS will start your
container using Docker's default networking
mode, which is Bridge on Linux and NAT on
Windows. =default= is the only supported mode
on Windows.



Task execution |1AM role

This role is required by Fargate tasks to pull container images and publish container logs to Amazon CloudWatch on your behalf. If
you do not have the ecsTaskExecutionRole already, we can create one for you.

Task execution role ecsTaskExecutionRole - ‘ [i ]

Create new role

Task size (2]

ecsExecutionRole
ks using the Fargate launch type and is

size is set. Task size is not supported for

ecslaskExecutionRole

The task size allows you to specify a fixed sij
optional for the EC2 launch type. Container I
Windows containers.

Task size (2]

The task size allows you to specify a fixed size for your task. Task size is required for tasks using the Fargate launch type and is
optional for the EC2 launch type. Container level memory settings are optional when task size is set. Task size is not supported for
Windows containers.

Task memory (GB) = 0.5GB -

The valid memory range for 0.25 vCPU is: 0.5GEB - 2GB.

Task CPU (VCPU) | 0.25 vCPU |

The valid CPU for 0.5 GB memory is: 0.25 vCPU

Task memory maximum allocation for container memory reservation

|IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIJ|

512 shared of 512 MIB
Task CPU maximum allocation for containers

|IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIJ|

256 shared of 256 CPU units

Container Definitions (7]

Container Definitions o

Add container

)

Container Name Image Hard/Soft memor... CPU Units Essential

No results



Add container

+ Standard

Container name*

b Image*
Memory Limits
(MiB)

Port mappings

* Required

hello-world

tutum/hello-world

Custom image format: [registry-url}/[namespace]image]:[tag]

Softhimit  w || 128 )

Hard limit - | 296 Q

Define hard and/or soft memory limits in MiB for your container. Hard and

soft limits correspond to the *memory” and “memoryReservation’
parameters, respectively, in task definitions.

ECS recommends 300-500 MiB as a starting point for web applications.



Add container x

Memory Limits | Softlimt v | 128 [x] i)
(MiB)
Hard imit v | 256 o

Define hard and/or soft memory limits in MiB for your container. Hard and
soft limits comespond to the *memory” and “memoryReservation’
parameters, respectively, in task definitions.

YT

ECS recommends 300-500 MiB as a starting point for web applications.

Port mappings (i ]

3

30 tep ~ (]

© Add port mapping

Haost port mappings are not valid when the network mode for a task definition is host or awsvpc. To specify
different host and container port mappings, choose the Bridge network mode.

~ Advanced container configuration

* Required Cancel m

Add container x

ENVIRONMENT

CPU units | 10 i)

N

Essential v [i]
Entry point | comma delimited: sh,-c i ]
y
Command comma delimited- echo,hello world (i ]
y
Working directory | /usr/app i ]
Env Variables [i]
Add key Add value
4 »

* Required Cancel m



Task memory maximum allocation for container memory reservation

_VIIIIIIIIIIIIIIIIIIIIIIIIIQI“I{(!ﬁ|

0
Task CPU maximum allocation for containers

VL1771
Container Definitions 7]

Add container

Container Name Image Hard/Soft memor... CPUUnits  Essential
. hello-world tutum/hello-world 256/128 10 true o
Volumes o
© Add volume

Configure via JSON

*Required Cancel Previous m

Launch Status
Task definition status - 1 of 1 completed

Create Task Definition: hello-werld-task-definition

Back View task definition

helle-world-task-definition succeeded




Task Definitions Task Definition: hello-world-task-definition:5

Amazon ECR View detailed information for your task definition. To modify the task definition, you need to create a new revision and then make the required changes to
the task definition

Repositories
Builder | JSON
Task Definition Name hello-world-task-definition
Task Role ecsTaskExecutionRole
Network Mode  awsvpc * O
If you choose =default=, ECS will start your container
using Docker's default networking mode, which is Bridge
on Linux and NAT on Windows . <default= is the only
supported mede on Windows.
Compatibilities EC2, FARGATE
% Requires compatibilities FARGATE
Amazon ECS
Clusters « Task Definitions
I Task Definitions Task definitions specify the container information for your application, such as how many containers are part of your task, what resources they will use, how
Amazon ECR they are linked together, and which host perts they will use. Learn more

Repositories

Create new Task Definition Create new revision - Last updated on June 12, 2018 2:28:42 PM (Om ago) | & | @

INACTIVE

Status:
Y Filter in this page < 141 > Pagesize 50
Task Definition Latest revision status

hello-world-task-definition ACTIVE

ks

Amazon ECS Clusters

]
I Clusters An Amazon ECS cluster is a regional grouping of ene or more container instances on which you can run task requests. Each account receives a default cluster
Task Definitions the first time you use the Amazon ECS service. Clusters may contain more than one Amazon EC2 instance type.

Amazon ECR For more information, see the ECS documentation.

Repositories
Create Cluster |EEeE=L R

= s viewal| &

< 1-10f1 >

default >
FARGATE

0 0 0

Services Running tasks Pending tasks



Amazon ECS

| Clusters ‘
Task Definitions

Amazon ECR
Repositories

Services

Y Filter in this page

Cluster : default

Get a detailed view of the resources on your cluster.

Service Name Status

Clusters > default

Delete Cluster

Status  ACTIVE

Registered container instances 0

Pending tasks count 0 Fargate, 0 EC2
Running tasks count 0 Fargate, 0 EC2
Active service count 0 Fargate, 0 EC2

Draining service count 0 Fargate, 0 EC2

Tasks ECS Instances Metrics Scheduled Tasks

Last updated on June 12, 2018 2:31:28 PM (Om ago) | & | @

Launch type ALL -

Task Def... Desired... Running... Launch... Platform...

No results

Create Service

| Step 1: Configure service
Step 2: Configure network
Siep 3. Set Auto Scaling (optional)

Step 4: Review

Configure service
A service lets you specify how many copies of your task definition to run and maintain in a cluster. You can optionally use an Elastic
Load Balancing load balancer to distribute incoming traffic to containers in your service. Amazon ECS maintains that number of tasks

and coordinates task scheduling with the load balancer. You can also optionally use Service Auto Scaling to adjust the number of
tasks in your service

I} Launchtype @ FARGATE EC2 (i}

Task Definition Famiy

hello-world-task-definition - Enter a value
Revision
5 (latest) -
Platform version =~ LATEST v 0
Cluster  default - O
Service name  hello-world-service [i]

Number oftasks | 3 [i]



Create Service

Step 1: Configure service Conﬂg ure ne-twork

| Step 2: Configure network .
VPC and security groups

Step 3: Set Auto Scaling (optional) VPC and security groups are configurable when your task definition uses the awsvpc network mode.

Step 4: Review
Cluster VPC* | vpc-87caabff (172.30.0.0/16) AN i ]

Subnets™ | o pnet-doas78sd ol @

(172.30.3.0/24) - us-east-1d
assign ipvé on creation: Disabled

subnet-Zece4d11 [x]
(172.30.4.0/24) - us-east-1e
assign Ipv6 on creation: Disabled

Security groups” nejo-7565 | Edit | i

I} Auto-assign public IP ENABLED v O

Load balancing

An Elastic Load Balancing load balancer distributes incoming traffic across the tasks running in your service. Choose an existing load
balancer, or create a new one in the Amazon ECZ2 console.
Load balancer None

type: Your service will not use a load balancer.

@ Application Load Balancer

Allows containers to use dynamic host port mapping (multiple tasks allowed per container
instance). Multiple services can use the same listener port on a single load balancer with rule-
based routing and paths.

Network Load Balancer

A Network Load Balancer functions at the fourth layer of the Open Systems Interconnection (OSI)
model. After the load balancer receives a request, it selects a target from the target group for the
default rule using a flow hash routing algorithm.

Classic Load Balancer

Requires static host port mappings (only one task allowed per container instance); rule-based
routing and paths are not supported

Service IAM Task definitions that use the awsvpc network mode use the AWSServiceRoleForECS service-linked role,
role which is created for you automatically. Leam maore.
[} Load balancer name hello-world-lb - | = |

Container to load balance



Q

Load balancer name hello-world-lb -

Container to load balance

Container name : port | hello-world:80:30 v Add to load balancer

Container to load balance

hello-world : 80 Remove X

N

Listener port = S80HTTP = (]

Listener protocol HTTP

Target group name | hello-world-tg - [i]
Target group protocel HTTP i}
Targettype ip (i ]
Path pattern | / Evaluation order | default
Health check path | / (i ]

Additional health check options can be configured in the ELB console after you create your service.

Service discovery (optional)
Service discovery uses Amazon Route 53 to create a namespace for your service, which allows it to be discoverable via DNS.

Enable service discovery integration [ |

Create Service

Step 1: Configure service Set Auto Scaling (optional)

Step 2: Configure network
Automatically adjust your service's desired count up and down within a specified range in response to CloudWatch alarms. You can

| Step 3: Set Auto Scaling (optional) modify your Service Auto Scaling configuration at any time to meet the needs of your application.
Siep 4: Review
Service Auto Scaling @ Do not adjust the service's desired
count
Configure Service Auto Scaling to
adjust your service's desired count

“Required Cancel Previous m



Subnets

Create new security group

Auto assign IP

Container Name:

Container Port:

ELB Name:

Target Group:

Health Check Path:

Listener Port:

Path-pattern:

Set Auto Scaling (optional)

subnet-d0a6755d, subnet-Zeceddid

hello--7865

ENABLED

hello-world

a0

hello-world-1b

hello-worid-tg

!

80

not configured

Edit

Cancel Previous Create Service .h

Launch Status
ECS Service status - 3 of 3 completed

Configure Task Networking

Create security group

@ Create security group

hello--7868 succeeded sg-92fd07d9

Set inbound rules

@ Setinbound rules

succeeded sg-92fd07d9

Create Load Balancer

Create Service

Create service: hello-world-service

@ Service created



Clusters > default » Semice: hello-world-service

Service : hello-world-service

Cluster default Desired count 3

Status ACTIVE Pending count 0

Task definition  hello-world-task-definition:2 Running count 3

Launch type FARGATE
Platform version LATEST

Service role  aws-service-rolefecs.amazonaws.com/AWSServiceRoleForECs

Update Delete

Last updated on June 12, 2018 2:54:49 PM (Om ago) = (7}

Details Tasks I} Events Auto Scaling Deployments Metrics Logs
Task status: Stopped
Y Fiiter in this page
Task Task Definition Last status Desired status Group
119ac7i6-1d57-4...  hello-world-task-... RUNNING RUNNING service:hello-wo...
317bfc6e-2905-...  hello-world-task-... RUNNING RUNNING service:hello-wo. ..
86d3T57-fcTi-4. .. hello-world-task-... RUNNING RUNNING service:hello-wo. ..

Service : hello-world-service

Cluster default Desired count 3

Status ACTIVE Pending count 0

Task definition  hello-world-task-definition:5 Running count 3

Launch type FARGATE
Platform version LATEST

Service role  aws-service-role/ecs.amazonaws.com/AWSServiceRoleForeECS

% Details Tasks Events Auto Scaling Deployments Metrics Logs

Load Balancing

Target Group Name Container Name Container Port

hello-world-tg hello-world 80

Network Access

Health check grace period 0

Allowed VPC  vpc-8Tcaz6il

Allowed subnets
Security groups*

Auto-assign public IP

subnet-d0at7858d,subnet-2ecedd11
50-92fd07d9

ENABLED

<13 > Pagesize 50 ¥

Launch type
FARGATE
FARGATE

FARGATE

Platform version

Delete

Update



Clusters > default

Service: hello-world-service

Service : hello-world-service

Cluster

Status

Task definition
Launch type
Platform version

Service role

Details Tasks

default

ACTIVE

hello-world-task-definition: &

FARGATE

LATEST

Update Delete

Desired count 3
Pending count 0

Running count 3

aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS

Y Filter in this page

Event Id

2e4a49d0-b681-428d-9223-3ab40e9a3a03

5c70cf09-8027-4739-8c3d-9b52044fdd89

7d755817-ab16-4051-8275-770f47b04b5d

2018-06-12 14:54:44 -0700
2015-06-12 14:53:53 -0700

Events % Auto Scaling Deployments = Metrics = Logs
Last updated on June 12, 2018 2:57:40 PM (0m ago)
Event Time Message

senvice nello-world-service has reached a steady state.

world-tg

2018-06-12 14:53:31 -0700

< @

< 13 >

service hello-world-service registered 1 targets in target-group hello-

service nello-world-service has started 3 tasks: task 317bfcee-2903-

48a9-89ee-040991d521ff task 86d3757-fc71-4bd7-9fe5-19571¢fc0254

Create target group Actions ¥
4

Q Filter by tags and attributes or search by keyword

B Name

B  hello-world-ig

~  Port ~  Protocol ~ Targettype

80 HTTP ip

Target group: | hello-world-tg

Description

Targets

Health checks Monitoring Tags

o % 0
1to10f1
- Load Balam~ VPCID ~  Monitoring ~
hello-worlddb  vpe-87caabif .

_ I N

The load balancer starts routing requests to a newly registered target as soon as the registration process completes and the target passes the initial health
checks. If demand on your targets increases, you can register additional targets. If demand on your targeis decreases, you can deregister targets.

% Registered targets

IP address
172.30.3.49

172.30.4.114
172.30.3.146

Availability Zones

Availability Zones

Availability Zone
us-east-1d

us-east-1e

Port Availability Zone
80 us-east-1d
80 us-east-Te
80 us-east-1d
Target count
2

1

Status
healthy |

a
healthy (i
a

=

healthy |

Healthy?
Yes

Yes



Create Load Balancer Actions ¥
4

Description Listeners Manitering Tags

L
Q Filter by tags and attributes or search by keyword 1to10f1
@ Name +~  DNS name - State ~ VPCID ~  Availability Zones -
B hello-world-lb hello-world-lb-389644355 us active vpc-87caabff us-east-le, us-esast-1d
Load balancer: | hello-world-lb _N=N
Description Listeners IMonitoring Tags
Basic Configuration
Name: hello-world-1b (G) Creation time: June 12, 20158 at 1:58:01 PM UTC-T
ARN: arn:aws:elasticloadbalancing:us-east- Hosted zone: Z35SXDOTRATXTK
1:6725935266585 l0adbalancerapp/hello-world- State- active
Ib/a16a03b700384df51 (]
@R VPC: vpc-87caasft
DNS hello-world-1b-389644355.us-east-1.elb.amazonaws.com f’@
name: IP address type:  ipvd
(A Record) AWS WAF Web
Scheme: internet-racing ACL:
| « | » | | + |8 http://hello-world-1b-389644355.us-east-1.elb.amazonaws.com/ & ] [Q‘ Google
Hello world!
-
My hostname is ip-172-30-4-114.ec2.internal
Q Filter by tags and attributes or search by keyword 1to10f1
@ Name ~ DNS name ~ State ~ | VPCID ~ | Availability Zones ~  Type
B  hello-world-lb hello-world-lb-339644355 us... active vpe-G7caabff us-east-1e, us-east-1d application
Load balancer: | hello-world-lb — =]

A listener checks for connection requests using its configured protocel and pert, and the load balancer uses the listener rules to route requests to targets. You can add, remove, or update
listeners and listener rules.

Add listener

Listener ID Security policy =~ SSL Certificate = Rules

HTTP: 80 NiA NIA Default: forwarding to hello-world-ig N
arn__.3f423de9f0c47dsd ~ View/edit rules



Create Load Balancer QXL
»

Q Filter by tags and attri

Edit subnets

@ | Name Edit IP address type « | State

B hello-world-lb 389644355 us.. active

Edit security groups

0

Description Listeners Monitering Tags

Load balancer: || hello-w

o B
1to10of1
~ VPCID = Availability Zones ~  Type

vpe-87caabif us-east-1e, us-east-1d application

A listener checks for connection requests using its configured protocol and port, and the load balancer uses the listener rules to route requests to targets. You can add, remove, or update

listeners and listener rules

Add listener

Listener ID Security policy ~ SSL Certificate

HTTP : 80 NIA N/A
am...27423de9f0c47ded ~

Create Load Balancer JiUGLERG
4

Q Filter by tags and attributes or search by keyword

Name - DNS name - State

Rules

Default: forwarding to hello-world-ig
View/edit rules

o & 0
None found

~ VPCID ~  Availability Zones ~ | Type > [ (

You do not have any load balancers in this region.

Select a load balancer



Chapter 7: Using Amazon ECS CLI

5 Administrator: Windows PowerShell

ebRequest -OutFile ‘C
amded-latest. ex

rved.

on-ecs-cli

Clusters

[l
I Clusters An Amazon ECS cluster is a regional grouping of one or more container instances on which you can run task requests. Each account receives a default

Task Definitions

For more information, see the ECS documentation

Repositories

Create Cluster Get Started

View

hello-world >
FARGATE

0 0

Services Running tasks

0

Pending tasks

cluster the first time you use the Amazon ECS service. Clusters may contain more than one Amazon EC2 instance type

view all| &

1-20f2

5 Administrator: Windows PowerShell

oupId

GroupName ecurityGroup

lodel. IpPerm

werShellx

lcﬂ & [ |

-GroupName "hello 1dPs5e




Administrator: Windows PowerShell

ecurityGroup
del. IpPer
del. IpPermi

I
Ly
vpCc-6e021915

owerShel

upid -Region "
Gi pId Sgroupid

east-1" -IpPerm

5 Administrator: Windows PowerShell

pIng
up -Reg
rshell
ecurityGroup

del. IpPer
del. IpPermi

i1
vpCc-6e021915

upid -Region "
-GroupId Sgroupid

east-1" -IpPerm

5 Administrator: Windows PowerShell '

ect-name hello-world service up
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+~[36mdes

+~[36md




Clusters

An Amazon ECS cluster is a regional grouping of one or more container instances on which you can run task requests. Each account receives a default
cluster the first time you use the Amazon ECS service. Clusters may contain more than one Amazon EC2 instance type.

For more information, see the ECS documentation.

Create Cluster Get Started

View| = st m view aII| s |

< 1-20f2 >

hello-world >
FARGATE

1 1 0

Services Running tasks Pending tasks

Clusters > hello-world

Cluster : hello-world Delete Cluster

Get a detailed view of the resources on your cluster.

Status ACTIVE
Registered container instances 0
Pending tasks count (O Fargate, 0 EC2
Running tasks count 1 Fargate, 0 EC2
Active service count 1 Fargate, 0 EC2

Draining service count 0 Fargate, 0 EC2

Services Tasks ECS Instances Metrics Scheduled Tasks

m Update Delete Last updated on June 15, 2018 12:47:00 PM (Om ago) c o
Y Filter in this page Launch type ALL ¥ | Service type ALL v < 141 >
Service Name Status Servic... TaskD... Desire... Runni.. Launc... Platfor...

ne\lo—ﬁorlu ACTIVE REPLICA  hello-w... 1 1 FARGA... LATEST



Update Delete

Service : hello-world

Cluster hello-world Desired count 1

Status ACTIVE Pending count 0O

Task definition  hello-world:3 Running count 1

Service type REPLICA
Launch type FARGATE
Platform version LATEST

Service role aws-service-rolefecs.amazonaws.com/AWSServiceRoleForECS

Details = Tasks | Events  Auto Scaling  Deployments  Metrics = Logs

Load Balancing
Container Port

Load Balancer Name Container Name

No Joad balancers

Network Access

Allowed VPC  vpc-6e021915

Allowed subnets  subnet-2c02dd4b,subnet-f2d50bdc
Security groups*  sg-8c7dafc?

Auto-assign public IP ENABLED

Clusters > hello-world Service: hello-world

Service : hello-world

>

Update Delete

Cluster hello-world Desired count 1

Status ACTIVE Pending count 0

Task definition  hello-world 3 Running count 1

Service type
Launch type

Platform version

REFLICA

FARGATE

LATEST

Service role  aws-service-role/ecs.amazonaws.com/AWSServiceRoleForECS
Details = Tasks | Events  Auto Scaling  Deployments = Metrics = Logs
Last updated on June 15, 2018 12:48:58 PM (Om ago) | & | @
Task status: Stopped
Y Fiiter in this page < 1«1 » Pagesize 50 =
Task Task Definition Last status Desired status Group Launch type Platform version
5b92317e-07b1-.._ hello-world:3 RUNNING RUNNING service-hello-world  FARGATE 110



4

Clusters > hello-world > Task 5b9231fe-07b1-4826-abcB-ef1a48¢57bag

Task : 5b9231fe-07b1-4826-abc8-ef1a48c57ba9

Details

Logs
Cluster  hello-world
Launchtype FARGATE
Platform version 110
Task definition  hello-world:3

Group  service:hello-world
Taskrole None
Laststatus RUNNING
Desired status RUNNING

Created at  2018-06-15 12:42:58 -0700
Network
Network mode  awsvpc
ENIId  eni-8ics711d
Subnetld subnet-2c02dd4b
Private IP 10.0.0.41
[ PublicIP 1820987105
Containers
Name Container Id Status Image CPU Units
% + wordpress 87b18e3e-efca-440f-882f-76bbba634b81 RUNNING  wordpress 0

Details

Privilegedfalse
Read only root file systemfalse

Network bindings - not configured
Environment Variables - not configured

Docker |abels

Key Value
No docker labels
Extra hosts
Hostname IP address

No host entries

Mount Points - not configured

Volumes from - not configured

[y Log Configuration

Hard/Soft memory limits (MiB)

512/—

Run more like this

Last updated on June 15, 2018 12:50:04 PM (4m ago)

Essential

true

Log driver: awslogs View logs in CloudWatch

Key Value
awslogs-group hello-world
awslogs-region us-east-1
awslogs-stream-prefix wordpress

~
=

Stop

(2]



CloudWatch
Dashboards
Alarms

Filter events

Time (UTC +00:00)
Billing
Events 2018-06-15
Rules » 194402
Event Buses 4 19:44:03
| Logs > 19:44:03
> 19:44:03
Metrics » 194403
> 19:44:03
> 19:44:03
©Add a dashboard > 194403
» 195212

CloudwWatch > Log Groups > hello-world > wordpressfiwordpress/5b3231fe-07b1-45826-abcB-efl1ad8c57bas

Expandall @ Row Tet & @ # @
all 30s Sm 1h &h 1d 1w custom -

Message

No older events found at the moment. Retry

WordPress not found in /va fhitml - copying now

Complete! WordPress has been successiully copied to Avariwww/html

AHO0557: apache2: apr_sockaddr_info_get() failed for 1eee05625dc

58 apache2: Could not reliably determine the server's fully qualified domain name, using 127.0.0.1. Set the 'ServerName' directive globally to sup
57 apache2 ~_sockaddr_info_getl() failed for 1eee05625dc9

Could not reliably determine the server's fully qualified domain name, using 127.0.0.1. Set the 'ServerName' directive globally to sup
34 2018] [mpm_prefork notice] [pid 1] AH00163: Apaches2.4.25 (Debian) PHP/T 2.6 configured — resuming normal operations

AHOD
AHO00558: apache2
[FriJun 15 19:44:03.9:
[Fri Jun 15 19:44:03.974149 2018] [core notice] [pid 1] AH00094: Command line: 'apache2 -D FOREGROUND'
14.176.66.13 - - [15AJun/2018:19:52:12 +0000] "HEAD / HTTP/1.0" 302 218 """

No newer events found at the moment. Retry

Y Administrator: Windows PowerShell

N T

cli compc

e --project-nam

abc8-efladB8c57bad,

J

| Administrator: Windows PowerShell

apacheZ: apr_:

apache?: Could not reliabl

rName' directive globally

apache2: apr_:

_apache2: Could not reliabl
rName’ directive globally to suppr
[Fri Jun 34 2018]
esuming
[Fri Jun 15

19:44: 4149 2018

14.176 018:19:

ockaddr_info_g

ockaddr_info_get(

abcd-ef1a48c57ba9 —follow

fully copied t Shtml

failed for leeed5625dcd

fully qualified domain name, 0.0.1. Set the

5

failed for leee0d5625dc9

nine the server's fully qualified domain name, us Set the

age

ng 127.0.0.1.

mpm_pref 1] AHOO163: Apache (Debian) PHP .6 configured -- r|

core:notice] [pid 1] AHO0094: Command line: "apachez -D FOREGROUMD'

12 +0000] "HEAD .0" 302 218 "

5 Administrator: Windows PowerShell

>~ ecs-cli
[0001] Updated E

[o001] rvice status
ell

04 : 40 +0000
rvice status

ject-name hell
Fully iserviceName~ [Om=hello

redCount+[0m=2 emrunningCount+[0m=1 -[36m

tarted 1 t —-44ch-93b9-99cefc
u

redCount+[0m=2 -[36mrunningCounts [0

siredCount-[0m=2 «[36mrunningCount= [

5 Administrator: Windows PowerShell

e --project-name hello-s

5b

6d

1fe-07b1-4826-abc8-eflads
09c-5d7b-44ch-93b9-99cefcs
owerShell> _

923

orld service ps
State Ports
RUNNING 18.209
RUNNING 18.207.2

efinition
world:3
orld:3

EE
ell
hello

T
105 :80- h
5.141:80-=>

ftcp
B0/ tcp




Clusters

An Amazon ECS cluster is a regional grouping of one or more container instances on which you can run task requests. Each account receives a default cluster the first
time you use the Amazon ECS service. Clusters may contain more than one Amazon EC2 instance type.

For more information, see the ECS documentation.

Create Cluster Get Started

View

list card

hello-world >

FARGATE
1 2 0

Services Running tasks Pending tasks

Cluster : hello-world

Get a detailed view of the resources on your cluster.

Status  ACTIVE
Registered container instances 0
Pending tasks count 0 Fargate, 0 EC2
Running tasks count 2 Fargate, 0 EC2
Active service count 1 Fargate, 0 EC2

Draining service count 0 Fargate, 0 EC2

Services Tasks ECS Instances Metrics Scheduled Tasks

Desired task status: Stopped

Y Filter in this page Launch type ALL -
Task Task definit... Containeri... Laststatus
5b9231fe-07...  hello-world:3 - RUNNING

6d45609c-5...  hello-world:3 - RUNNING

Desired sta...

RUNNING

RUNNING

view all| &

< 1-20f2 >

Delete Cluster

Last updated on June 15, 2018 1:08:34 PM (Om ago) o [7]

Started By

eCcs-sve/922 .

ecs-sve/922

Group
service:hello_..

service-hello...

< 1-2 » Pagesize 50 =+

Launch type  Platform ve...
FARGATE 110

FARGATE 11.0



Cluster : hello-world Delete Cluster

Get a detailed view of the resources on your cluster.

Status  ACTIVE
Registered container instances 0
Pending tasks count 0 Fargate, 0 EC2
Running tasks count 2 Fargate, 0 EC2
Active service count 1 Fargate, 0 EC2

Draining service count 0 Fargate, 0 EC2

Services Tasks ECS Instances Metrics Scheduled Tasks

m stop | StopAll Last updated on June 15, 2018 1:08:34 PM (Om ago) | & | @
Desired task status: Stopped

Y Filter in this page Launch type ALL - < 1-2 » Pagesize 50 =+
Task Task definit... Containeri... Laststatus Desired sta... Started By Group Launch type Platform ve...
[} 5b92317e-07...  hello-world:3 - RUNNING RUNNING BCs-sve/922...  servicethello... FARGATE 1.1.0
6d45609¢c-5...  hello-world:3 - RUNNING RUNNING BCs-sve/922...  servicethello... FARGATE 1.1.0

[ 4 | > | [+ |6 http://18.209.87 105/wp-admin/setup-config.phpistep=0 G] [Q* Google

Welcome to WordPress, Before getting started, we need some information on the database. You will need to
know the following items before proceeding.

Database name
Database username
Database password
Database host

. Table prefix (if you want to run more than one WordPress in a single database)

We're going to use this information to create a wp-config. php file. If for any reason this automatic file
creation doesn’t work, don’t worry. All this does is fill in the database information to a configuration
file. You may also simply open wp-config-sample.php in a text editor, fill in your information, and
save it as wp-config.php. Need more help? We got it.

In all likelihood, these items were supplied to you by your Web Host. If you don't have this information, then
you will need to contact them before you can continue. If you're all ready...

| Let's go! |

— O




ject-name hello-world service d

[o001]
ell
rvice status
orld
09c-5d7b-44ch-93b9-99¢ce
+0000 UTC"
int+[0m=0 +[36mrunningCount+[0m=0 +[36ms|

== L 1 [Om 1d
reached a stable state

JELETE_IN_PROGRE

-
-
-
-

mINFO-[Om[0616] Cloudformation
31mERRO+ [ Os 1] deleting ion stack for cluster
T failed 1

@ CloudFormation ~  Stacks

Actions v Design template I *

Filter: Active = Showing 1 stack

Stack Name e Status Description
Change termination protection

]

¥  amazon-ecscli 12:00:37 UTC-0700 DELETE_FAILED WS CloudFormation template to create resources required to run tasks o...



Delete Stack x

Are you sure you want to try deleting this stack again?

Stack name: amazon-ecs-cli-setup-hello-world

If the stack deletion failed because AWS CloudFormation couldn't delete one or
more of the following resources. you can choose to retain them. AWS
CloudFormation deletes the stack, skipping the retained resources. Choose the
resources to retain:

Logical ID Physical ID

¢ Vpe vpc-6e021915

Cancel Yes, Delete

Delete Stack

¥ Administrator: Windows PowerShell |i|ﬂléj

5hell> ecs-cli down -force ~ ~
0001] Mo CloudFormation stack found for cluster "hello-world'.

~[36mINFO-[Om[0001] Deleted cluster +~[3emcluster-[0m=hello-world
PS5 C:%Powershell> _




